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Abstract. We consider the cotangent bundle T ∗Fλ of a GLn partial flag variety, λ =
(λ1, . . . , λN ), |λ| =

∑
i
λi = n, and the torus T = (C×)n+1 equivariant cohomologyH∗

T
(T ∗Fλ).

In [MO], a Yangian module structure was introduced on ⊕|λ|=nH
∗
T
(T ∗Fλ). We identify this

Yangian module structure with the Yangian module structure introduced in [GRTV]. This
identifies the operators of quantum multiplication by divisors on H∗

T
(T ∗Fλ), described in

[MO], with the action of the dynamical Hamiltonians from [TV2, MTV1, GRTV]. To
construct these identifications we provide a formula for the stable envelope maps, associ-
ated with the partial flag varieties and introduced in [MO]. The formula is in terms of
the Yangian weight functions introduced in [TV1], c.f. [TV3, TV4], in order to construct
q-hypergeometric solutions of qKZ equations.
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1. Introduction

In [MO], D.Maulik and A.Okounkov develop a general theory connecting quantum groups
and equivariant quantum cohomology of Nakajima quiver varieties, see [N1, N2]. In this pa-
per, we consider the constructions and results of that general theory applied to the cotangent
bundles of GLn partial flag varieties. We identify the objects and results from [MO] with
known objects and results associated with the Yangian Y (glN ), see [TV1, TV2, TV3, TV4,
MTV1, GRTV].

More precisely, we consider the cotangent bundle T ∗Fλ of a GLn partial flag variety,
λ = (λ1, . . . , λN), |λ| =

∑
i λi = n, and the torus T = (C×)n+1 equivariant cohomology

H∗
T (T

∗Fλ). In [MO], a Yangian module structure was introduced on ⊕|λ|=nH
∗
T (T

∗Fλ). We
identify this Yangian module structure with the Yangian module structure introduced in
[GRTV]. This identifies the operators of quantum multiplication by divisors on H∗

T (T
∗Fλ),

described in [MO], with the action of the dynamical Hamiltonians from [TV2, MTV1,
GRTV]. To construct these identifications we provide a formula for the stable envelope
maps, associated with the partial flag varieties and introduced in [MO]. The formula is in
terms of the Yangian weight functions introduced in [TV1], c.f. [TV3, TV4], in order to
construct q-hypergeometric solutions of qKZ equations.

In Section 2, we follow [MO] and define the stable envelope maps associated with partial
flag varieties, Stabσ : (CN)⊗n ⊗ C[z1, . . . , zn; h] → H∗

T (T
∗Fλ), σ ∈ Sn. In Section 3, we

introduce weight functions and the cohomological weight function maps [Wσ] : (C
N)⊗n ⊗
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C[z1, . . . , zn; h] → H∗
T (T

∗Fλ), σ ∈ Sn. In Section 4 we prove our main result, Theorem 4.1,
which relates the stable envelope maps and the cohomological weight function maps,

[Wσ] = cλ ◦ Stabσ,

where cλ is the operator of multiplication by an element cλ(Θ) ∈ H∗
T (T

∗Fλ) defined in (4.1).
The element cλ(Θ) is not a zero-divisor. The inverse maps to the stable envelope maps for
GLn partial flag varieties were considered in [GRTV, Formulas (5.9), (5.10)]. One of those
maps ν was reintroduced in Section 6.6 where we prove that

ν ◦ Stabid = Id,

here id ∈ Sn is the identity.
In Section 5, we describe the orthogonality relations for the stable envelope maps Stabid

and Stabσ0 , where σ0 ∈ Sn is the longest permutation. The orthogonality relations are
analogues of the orthogonality relations for Schubert cycles corresponding to dual Young
diagrams.

In Section 6, our Theorem 6.3 and Corollary 6.4 say that the Yangian module structure
on ⊕|λ|=nH

∗
T (T

∗Fλ), introduced in [MO], coincides with the Yangian structure introduced
in [GRTV] and Section 6.4. We introduce the dynamical Hamiltonians and trigonometric
dynamical connection in Section 7. In Corollary 7.6, we identify the operators of quantum
multiplication by divisors Di, i = 1, . . . , N , on H∗

T (T
∗Fλ) with the action of the dynamical

Hamiltonian Xq
λ,i, i = 1, . . . , N . This identifies the quantum connection on H∗

T (T
∗Fλ) with

the trigonometric dynamical connection. In Section 7, we discuss also the qKZ difference
connection, compatible with the trigonometric dynamical connection, see [TV2]. The qKZ

difference connection on H∗
T (T

∗Fλ) corresponds to the shift operator difference connection
introduced in [MO].

This paper is motivated by two goals. The first is to relate the stable envelope maps
and the cohomological weight function maps. The second goal is to identifies the quantum
connection on H∗

T (T
∗Fλ) with the trigonometric dynamical connection. The flat sections of

the trigonometric dynamical connection and the associated qKZ difference connection were
constructed in [SV, MV, TV2] in the form of multidimensional hypergeometric integrals.
The results of this paper allow us to construct flat sections of the quantum connection
and the shift operator difference connection on H∗

T (T
∗Fλ) in the form of multidimensional

hypergeometric integrals. Such a presentation of flat sections manifests the Landau-Ginzburg
mirror symmetry for the cotangent bundles of partial flag varieties.

The authors thank D. Maulik and A. Okounkov for answering questions on [MO].

2. Stable envelopes

In this section we follow [MO] and define stable envelopes associated with partial flag
varieties.

2.1. Partial flag varieties. Fix natural numbers N, n. Let λ ∈ ZN
>0, |λ| = λ1+ · · ·+λN =

n. Consider the partial flag variety Fλ parametrizing chains of subspaces

0 = F0 ⊂ F1 ⊂ . . . ⊂ FN = Cn
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with dimFi/Fi−1 = λi, i = 1, . . . , N . Denote by T ∗Fλ the cotangent bundle of Fλ, and
let π : T ∗Fλ → Fλ be the projection of the bundle. Denote

Xn = ∪|λ|=nT
∗Fλ.

Example. If n = 1, then λ = (0, . . . , 0, 1i, 0, . . . , 0), T
∗Fλ is a point and X1 is the union of

N points.
If n = 2 then λ = (0, . . . , 0, 1i, 0, . . . , 0, 1j, 0, . . . , 0) or λ = (0, . . . , 0, 2i, 0, . . . , 0). In the

first case T ∗Fλ is the cotangent bundle of projective line, in the second case T ∗Fλ is a point.
Thus X2 is the union of N points and N(N−1)/2 copies of the cotangent bundle of projective
line.

Let I = (I1, . . . , IN) be a partition of {1, . . . , n} into disjoint subsets I1, . . . , IN . Denote
Iλ the set of all partitions I with |Ij| = λj, j = 1, . . . N .

Let u1, . . . , un be the standard basis of Cn. For any I ∈ Iλ, let xI ∈ Fλ be the point
corresponding to the coordinate flag F1 ⊂ · · · ⊂ FN , where Fi is the span of the standard
basis vectors uj ∈ Cn with j ∈ I1 ∪ . . .∪ Ii. We embed Fλ in T ∗Fλ as the zero section and
consider the points xI as points of T ∗Fλ.

2.2. Schubert cells. For any σ ∈ Sn, we consider the coordinate flag in Cn,

V σ : 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = Cn

where Vi is the span of uσ(1), . . . , uσ(i). For I ∈ Iλ we define the Schubert cell

Ωσ,I = {F ∈ Fλ | dim(Fp ∩ V σ
q ) = #{i ∈ I1 ∪ . . . ∪ Ip | σ−1(i) 6 q} ∀p 6 N, ∀q 6 n}.

Lemma 2.1. The Schubert cell Ωσ,I is an affine space of dimension

ℓσ,I = #{(i, j) ∈ {1, . . . , n}2 | σ(i) ∈ Ia, σ(j) ∈ Ib, a < b, i > j}.

For a fixed σ the flag manifold is the disjoint union of the cells Ωσ,I . We have xI ∈ Ωσ,I .

Proof. The structure of Schubert cells is well known, see e.g. [FP, Sect.2.2]. �

2.3. Equivariant cohomology. Denote G = GLn(C)×C×. Let A⊂ GLn(C) be the torus
of diagonal matrices. Denote T = A× C× the subgroup of G.

The groups A⊂ GLn act on Cn and hence on T ∗Fλ. Let the group C× act on T ∗Fλ by
multiplication in each fiber. We denote by −h its C×-weight.

We consider the equivariant cohomology algebras H∗
T (T

∗Fλ;C) and

H∗
T (Xn) = ⊕|λ|=nH

∗
T (T

∗Fλ;C).

Denote by Γi = {γi,1, . . . , γi,λi
} the set of the Chern roots of the bundle over Fλ with fiber

Fi/Fi−1. Let Γ = (Γ1 ; . . . ; ΓN). Denote by z = {z1, . . . , zn} the Chern roots corresponding
to the factors of the torus T . Then

H∗
T (T

∗Fλ) = C[Γ]Sλ1
×···×SλN ⊗ C[z]⊗ C[h]

/〈 N∏

i=1

λi∏

j=1

(u− γi,j) =
n∏

a=1

(u− za)
〉
.

The cohomology H∗
T (T

∗Fλ) is a module over H∗
T (pt;C) = C[z]⊗ C[h].
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Example. If n = 1, then

H∗
T (X1) = ⊕N

i=1H
∗
T (T

∗F(0,...,0,1i,0,...,0))

is naturally isomorphic to CN ⊗ C[z1; h] with basis vi = (0, . . . , 0, 1i, 0, . . . , 0), i = 1, . . . , N .

For i = 1, . . . , N , denote λ(i) = λ1 + · · · + λi. Denote Θi = {θi,1, . . . , θi,λ(i)} the Chern
roots of the bundle over Fλ with fiber Fi. Let Θ = (Θ1, . . . ,ΘN). The relations

λ(i)∏

j=1

(u− θi,j) =

i∏

ℓ=1

λi∏

j=1

(u− γi,j), i = 1, . . . , N,

define the homomorphism

C[Θ]Sλ(1)
×···×S

λ(N) ⊗ C[z]⊗ C[h] → H∗
T (T

∗Fλ).

2.4. Fixed point sets. The set (T ∗Fλ)
A of fixed points of the torus A action is (xI)I∈Iλ.

We have

(Xn)
A = X1 × · · · × X1.

The cohomology algebra H∗
T ((Xn)

A) is naturally isomorphic to

(CN)⊗n ⊗ C[z; h].

This isomorphism sends the identity element 1I ∈ H∗
T (xI) to the vector

vI = vi1 ⊗ · · · ⊗ vin,(2.1)

where ij = i if ij ∈ Ii.

2.5. Chamber decomposition. Let a be the Lie algebra of A. The cocharacters η : C× →
A form a lattice of rank n. We define

aR = Cochar(A)⊗Z R ⊂ a.

Each weight of A defines a hyperplane in aR.
Let z1, . . . , zn be the standard basis of the dual space a∗, as in Section 2.3. Then the torus

roots are the A-weights αi,j = zi − zj for all i 6= j. The root hyperplanes partition aR into
open chambers

aR − ∪α⊥
i,j = ∪σ∈Sn

Cσ.

The chamber Cσ consists of points p ∈ aR such that zσ(1)(p) > · · · > zσ(n)(p).

2.6. Stable leaves. Let C be a chamber. We say that x ∈ Xn is C-stable if the limit
limz→0 η(z) · x ∈ (Xn)

A exists for one (equivalently, all) cocharacters η ∈ C. This limit is
independent of the choice of η ∈ C and will be denoted by limC x.

Given a point xI ∈ (Xn)
A, we denote by LeafC,I = {x | limC x = xI} the stable leaf of xI .

For σ ∈ Sn, I ∈ Iλ, we denote by CΩσ,I ⊂ T ∗Fλ the conormal bundle of the Schubert cell
Ωσ,I .

Lemma 2.2. We have LeafCσ,I = CΩσ,I .
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Proof. Consider the natural A-invariant identification of π−1(Ωσ,I) with Cℓσ,I ⊕CdimFλ map-
ping xI to the origin. The weights on the first component Cℓσ,I are

(2.2) zσ(j) − zσ(i) for σ(i) ∈ Ia, σ(j) ∈ Ib, a < b, i > j,

and the weights on the second component CdimFλ are

(2.3) zσ(i) − zσ(j) for σ(i) ∈ Ia, σ(j) ∈ Ib, a < b.

Consider the splitting

Cℓσ,I ⊕ CdimFλ = Cℓσ,I ⊕ T ∗
1︸ ︷︷ ︸

CΩσ,I

⊕T ∗
2 ,

where T ∗
1 is the sum of weight subspaces with weights

(2.4) zσ(i) − zσ(j) for σ(i) ∈ Ia, σ(j) ∈ Ib, a < b, i < j,

and T ∗
2 is the sum of weight subspaces with weights

(2.5) zσ(i) − zσ(j) for σ(i) ∈ Ia, σ(j) ∈ Ib, a < b, i > j.

For a cocharacter η ∈ Cσ the weights in (2.2) and (2.4) are all positive and the weights in
(2.5) are all negative.

Therefore, a point in π−1(Ωσ,I) has limC x = xI if it belongs to CΩσ,I and is not C-stable
if it does not belong to CΩσ,I . Applying the same argument for all other J ∈ Iλ, we see that
LeafCσ,I ⊂ π−1(Ωσ,I), and moreover, LeafCσ,I = CΩσ,I . �

For σ ∈ Sn, we define the geometric partial ordering on the set Iλ. For I, J ∈ Iλ, we say
that J 6g I if xJ lies in the closure of Leafσ,I .

We also define the combinatorial partial ordering. For I, J ∈ Iλ, let

σ−1(∪k
ℓ=1Iℓ) = {ak1 < · · · < akλ(k)}, σ−1(∪k

ℓ=1Jℓ) = {bk1 < · · · < bkλ(k)}

for k = 1, . . . , N − 1. We say that J 6c I if bki 6 aki for k = 1, . . . , N − 1, i = 1, . . . , λ(k).

Lemma 2.3. The geometric and combinatorial partial orderings are the same.

Proof. This is the so-called “Tableau Criterion” for the Bruhat (i.e. geometric) order, see
e.g. [BB, Thm. 2.6.3]. �

In what follows we will denote both partial orderings by 6σ.

Lemma 2.4. For I, J ∈ Iλ, I 6= J , there exists σ ∈ Sn such that J 66σ I.

Proof. The group Sn has an obvious action on Iλ as well. Observe that J 6σ I is equivalent to
σ−1(J) 6id σ−1(I). Hence the requirement of the Lemma is achieved by choosing σ such that
σ−1(I) is the 6id-smallest element of Iλ, namely ({1, . . . , λ(1)}, {λ(1) + 1, . . . , λ(2)}, . . .). �

For σ ∈ Sn, I ∈ Iλ, we define Slopeσ,I = ∪J6σI Leafσ,J . The Slopeσ,I is a closed subset of
T ∗Fλ by [MO, Lemma 3.2.7].
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2.7. Stable envelopes. Given a closed T -invariant subset Y ⊂ T ∗Fλ and a class E ∈
H∗

T (T
∗Fλ), we say that E is supported in Y if E|T ∗Fλ−Y = 0.

For given I and σ, we define the following classes in H∗
T (pt)

ehorσ,I,+ =
∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

∏

i>j

(zσ(j) − zσ(i)), ehorσ,I,− =
∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

∏

i<j

(zσ(j) − zσ(i)),

everσ,I,+ =
∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

∏

i<j

(zσ(i) − zσ(j) − h), everσ,I,− =
∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

∏

i>j

(zσ(i) − zσ(j) − h).

These are the products of the positive (“+”) and negative (“−”) T -weights (w.r.t. to Cσ) at
xI in the tangent to Fλ direction (“hor”) and fiber direction (“ver”).

Let eσ,I,− = ehorσ,I,− · everσ,I,−. Let sgnσ,I = (−1)codim(Ωσ,I⊂Fλ) = deg(ehorσ,I,−).

Theorem 2.5. For any σ ∈ Sn, there exists a unique map of H∗
T (pt)-modules

Stabσ : H∗
T ((Xn)

A) → H∗
T (Xn)

such that for any λ with |λ| = n and any I ∈ Iλ, the stable envelope Eσ,I = Stabσ(1I)
satisfies:

(i) supp Eσ,I ⊂ Slopeσ,I ,
(ii) Eσ,I |xI

= sgnσ,I ·eσ,I,− ,
(iii) degz Eσ,I |xJ

< dimFλ =
∑

16i<j6N λiλj for any J ∈ Iλ with J <σ I.

This is Theorem 3.3.4 in [MO] applied to GLn partial flag varieties. The choice of sign in
(ii) is called a polarization in [MO]. We will fix the polarization sgnσ,I in the whole paper.

2.8. Geometric R-matrices. The maps Stabσ become isomorphisms after inverting the
elements (eσ,I,−)I∈Iλ. For σ

′, σ ∈ Sn, we define the R-matrix

Rσ′,σ = Stab−1
σ′ ◦ Stabσ ∈ End(HT ((Xn)

A))⊗ C(z; h) = End((CN)⊗n)⊗ C(z; h),(2.6)

where C(z; h) is the algebra of rational functions in z, h.

Example [MO, Example 4.1.2]. Let n = 2. The group S2 consists of two elements: id and
the transposition s. After the identification H∗

T ((Xn)
A) = (CN)⊗2 ⊗C[z; h], the R-matrix is

given by

Rs,id = R(z1 − z2),(2.7)

where we define

R(u) =
u Id−hP

u− h
,

and P ∈ End(CN ⊗ CN) is the permutation of tensor factors.
For the convenience of the reader we show the calculation leading to (2.7). The space X2

is the union of N(N − 1)/2 copies of T ∗P1 and N points. The space XA
2 thus has N(N − 1)

points in the N(N − 1)/2 copies of T ∗P1 together with the N isolated points of X2. On H∗
T
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of the isolated points of X2 both sides of (2.7) act as identity. Let i < j. Consider the T ∗P1

component corresponding to λ = (0, . . . , 0, 1i, 0, . . . , 0, 1j, 0, . . . , 0). Then

H∗
T (T

∗P1) = C[γi,1, γj,1]⊗ C[z1, z2; h]/ 〈(u− γi,1)(u− γj,1) = (u− z1)(u− z2)〉 .

The two fixed points xI and xJ in this T ∗P1 component are indexed by I = (I1, . . . , IN) such
that Ii = {1} and Ij = {2} and Im = ∅ for all other indices, and J = (I1, . . . , IN) such that
Ii = {2} and Ij = {1} and Im = ∅ for all other indices. Let FI and FJ denote the fibers
over xI and xJ in T ∗P1. We have

Stabid : 1I 7→ −[FI ] = γi,1 − z2, 1J 7→ [P1] + [FI ] = γi,1 − z1 − h,

Stabs : 1I 7→ [P1] + [FJ ] = γi,1 − z2 − h, 1J 7→ −[FJ ] = γi,1 − z1.

Here the geometric statements (e.g. Stabid(1I) = −[FI ]) can be checked by verifying the
conditions of Theorem 2.5, and the calculation (e.g. −[FI ] = γi,1 − z2) can be verified by
equivariant localization. Therefore we have

Stab−1
s ◦ Stabid (1I) = Stab−1

s (γi,1 − z2)

= Stab−1
s

(
z1 − z2

z1 − z2 − h
(γi,1 − z2 − h) +

−h

z1 − z2 − h
(γi,1 − z1)

)

=
z1 − z2

z1 − z2 − h
· 1I +

−h

z1 − z2 − h
· 1J .

(2.8)

This, together with a similar calculation for 1J proves the claim (2.7) for the fixed points in
T ∗P1.

It is enough to consider R-matrices corresponding to pairs of chambers separated by a wall.
Such a pair has the following form. For i = 1, . . . , n − 1, let si ∈ Sn be the transposition
(i, i+ 1). Any chamber Cσ = {p ∈ aR |zσ(1)(p) > · · · > zσ(n)(p)} is separated by a wall from
exactly n−1 chambers. They are Cσsi = {p ∈ aR | zσ(1)(p) > · · · > zσ(i−1) > zσ(i+1) > zσ(i) >
zσ(i+2) > · · · > zσ(n)(p)}, i = 1, . . . , n− 1.

Theorem 2.6 (Section 4.1.6 in [MO]).

Rσsi,σ = R(σ(i),σ(i+1))(zσ(i) − zσ(i+1)) ∈ End((CN)⊗n)⊗ C(z; h),(2.9)

where the superscript means that the R-matrix of formula (2.7) operates in the σ(i)-th and
σ(i+ 1)-th tensor factors.

3. Weight functions

3.1. Weight functions WI . For I ∈ Iλ, we define the weight functions WI(t; z; h), c.f.
[TV1, TV4].

Recall λ = (λ1, . . . , λN). Denote λ(i) = λ1 + . . . + λi and λ{1} =
∑N−1

i=1 λ(i) =∑N−1
i=1 (N − i)λi . Recall I = (I1, . . . , IN). Set

⋃ j
k=1 Ik = { i

(j)
1 < . . . < i

(j)

λ(j)} . Consider

the variables t
(j)
a , j = 1, . . . , N , a = 1, . . . , λ(j), where t

(N)
a = za, a = 1, . . . , n . Denote

t(j) = (t
(j)
k )k6λ(j) and t = (t(1), . . . , t(N−1)).

The weight functions are

(3.1) WI(t; z; h) = (−h)λ
{1}

Sym
t
(1)
1 ,..., t

(1)

λ(1)

. . . Sym
t
(N−1)
1 ,..., t

(N−1)

λ(N−1)

UI(t; z; h) ,
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UI(t; z; h) =

N−1∏

j=1

λ(j)∏

a=1

( λ(j+1)∏

c=1

i
(j+1)
c <i

(j)
a

(t(j)a − t(j+1)
c − h)

λ(j+1)∏

d=1

i
(j+1)
d

>i
(j)
a

(t(j)a − t
(j+1)
d )

λ(j)∏

b=a+1

t
(j)
a − t

(j)
b − h

t
(j)
a − t

(j)
b

)
.

In these formulas for a function f(t1, . . . , tk) of some variables we denote

Symt1,...,tk
f(t1, . . . , tk) =

∑

σ∈Sk

f(tσ1 , . . . , tσk
).

Example. Let N = 2, n = 2, λ = (1, 1), I = ({1}, {2}), J = ({2}, {1}). Then

WI(t; z; h) = −h (t
(1)
1 − z2), WJ(t; z; h) = −h (t

(1)
1 − z1 − h).

Example. Let N = 2, n = 3, λ = (1, 2), I = ({2}, {1, 3}). Then

WI(t; z; h) = −h (t
(1)
1 − z1 − h)(t

(1)
1 − z3).

For a subset A ⊂ {1, . . . , n}, denote zA = (za)a∈A. For I ∈ Iλ, denote zI = (zI1 , . . . , zIN ).
For f(t(1), . . . , t(N)) ∈ C[t(1), . . . , t(N)]Sλ(1)

×···×S
λ(N) , we define f(zI) by replacing t(j) with

∪j
k=1zIk . Denote

(3.2) cλ(zI) =
N−1∏

a=1

∏

i,j∈∪a
b=1Ib

(zi − zj − h) .

Lemma 3.1.

(i) For I, J ∈ Iλ, the polynomial WI(zJ ; z; h) is divisible by cλ(zJ).
(ii) For I ∈ Iλ,

WI(zI ; z; h) = cλ(zI)
∏

a<b

∏

i∈Ia
j∈Ib

(∏

i<j

(zi − zj)
∏

i>j

(zi − zj − h)
)
.

(iii) For I, J ∈ Iλ, J <id I

degz WI(zJ ; z; h) < degz WI(zI ; z; h; zI).

(iv) For I, J ∈ Iλ, we have WI(zJ ; z; h) = 0 unless J 6id I.

Lemma 3.1 is proved in Section 8.

3.2. Weight functions Wσ,I . For σ ∈ Sn and I ∈ Iλ, we define

Wσ,I(t; z; h) = Wσ−1(I)(t; zσ(1), . . . , zσ(n); h),

where σ−1(I) = (σ−1(I1), . . . , σ
−1(IN)).

Example. Let N = 2, n = 2, λ = (1, 1), I = ({1}, {2}), J = ({2}, {1}). Then

Wid,I(t; z; h) = −h (t
(1)
1 − z2), Wid,J(t; z; h) = −h (t

(1)
1 − z1 − h),

Ws,I(t; z; h) = −h (t
(1)
1 − z2 − h), Ws,J(t; z; h) = −h (t

(1)
1 − z1).

Lemma 3.2. For any σ ∈ Sn, we have the following statements:

(i) For I, J ∈ Iλ, the polynomial Wσ,I(zJ ; z; h) is divisible by cλ(zJ).
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(ii) For I ∈ Iλ,

Wσ,I(zI ; z; h) = cλ(zI)
∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

(∏

i<j

(zσ(i) − zσ(j))
∏

i>j

(zσ(i) − zσ(j) − h)
)
.

(iii) For I, J ∈ Iλ, J <σ I,

degz Wσ,I(zJ ; z; h) < degz Wσ,I(zI ; z; h).

(iv) For I, J ∈ Iλ, we have Wσ,I(zJ ; z; h) = 0 unless J 6σ I.

Lemma 3.2 follows from Lemma 3.1.

Lemma 3.3. For any σ ∈ Sn, I ∈ Iλ, i = 1, . . . , n− 1, we have

(3.3) Wσsi,i+1,I =
zσ(i) − zσ(i+1)

zσ(i) − zσ(i+1) + h
Wσ,I +

h

zσ(i) − zσ(i+1) + h
Wσ,sσ(i),σ(i+1)(I),

where si,j ∈ Sn is the transposition of i and j.

Lemma 3.3 is proved in Section 8.

Let σ0 ∈ Sn be the longest permutation, that is, σ0 : i 7→ n+ 1− i, i = 1, . . . , n.

Lemma 3.4. For J,K ∈ Iλ, we have
∑

I∈Iλ

Wid,J(zI ; z; h)Wσ0,K(zI ; z; h)

R(zI)Q(zI)cλ(zI)2
= δJ,K ,

where

R(zI) =
∏

16a<b6N

∏

i∈Ia

∏

j∈Ib

(zi − zj) , Q(zI) =
∏

16a<b6N

∏

i∈Ia

∏

j∈Ib

(zi − zj − h) .

Lemma 3.4 is proved in Section 8.

3.3. R-matrices. Consider C[t; z; h]⊗C[z;h]C(z; h) as a C(z; h)-module. Denote by Mλ the
C(z; h)-submodule generated by the polynomials (WI(z; h; t))I∈Iλ. Denote Mn = ⊕|λ|=nMλ.

Lemma 3.5. The module Mλ is free of rank |Iλ| with the basis (WI)I∈Iλ.

Proof. The lemma follows from parts (ii) and (iv) of Lemma 3.1. �

Lemma 3.6. For any σ ∈ Sn the polynomials (Wσ,I)I∈Iλ form a basis of Mλ.

Proof. The fact that Wσ,I belongs to Mλ follows from Lemma 3.3 by induction on the length
of σ. The independence of (Wσ,I)I∈Iλ follows from parts (ii) and (iv) of Lemma 3.2. Alterna-
tively, the independence of (Wσ,I)I∈Iλ follows by induction from Lemma 3.3 with σ replaced
by σsi (this is equivalent to inverting the formula in Lemma 3.3).

�

For σ ∈ Sn, we define the algebraic weight function map

Wσ : (CN)⊗n ⊗ C(z; h) → Mn, vI 7→ Wσ,I(t; z; h).

For σ′, σ ∈ Sn, we define the R-matrix

R̃σ′,σ = W−1
σ′ ◦Wσ ∈ End((CN)⊗n)⊗ C(z; h).
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Theorem 3.7 ([TV4]). For any σ ∈ Sn and i = 1, . . . , n− 1, we have

R̃σsi,σ = R(σ(i),σ(i+1))(zσ(i) − zσ(i+1)) ∈ End((CN)⊗n)⊗ C(z; h),(3.4)

where the superscript means that the R-matrix of formula (2.7) operates in the σ(i)-th and
σ(i+ 1)-th tensor factors.

Proof. The theorem follows from Lemma 3.3. �

For σ ∈ Sn, we define the cohomological weight function map

[Wσ] : H
∗
T ((Xn)

A) = (CN)⊗n ⊗ C[z; h] → H∗
T (Xn), vI 7→ [Wσ,I(Θ; z; h)],

where Wσ,I(Θ; z; h) is the polynomial Wσ,I(t; z; h) in which variables t
(j)
i are replaced with

θj,i and [Wσ,I(Θ; z; h)] is the cohomology class represented by Wσ,I(Θ; z; h).
Let Loc : H∗

T (Xn) → H∗
T ((Xn)

A) be the localization map w 7→ (w|xI
)xI∈(Xn)A . According

to Lemma 3.2, the composition Loc ◦[Wσ] is upper triangular with respect to the order 6σ.
Therefore – after tensoring with C(z; h) – the map Loc ◦[Wσ] is invertible. We obtain that
for σ′, σ ∈ Sn, we can define the R-matrix

R̄σ′,σ = [Wσ′ ]−1 ◦ [Wσ] ∈ End((CN)⊗n)⊗ C(z; h),

and that
R̄σsi,σ = R̃σsi,σ.

Corollary 3.8. For any σ ∈ Sn and i = 1, . . . , n− 1, we have

R̄σsi,σ = R(σ(i),σ(i+1))(zσ(i) − zσ(i+1)) ∈ End((CN)⊗n)⊗ C(z; h),(3.5)

where the superscript means that the R-matrix of formula (2.7) operates in the σ(i)-th and
σ(i+ 1)-th tensor factors.

Remark. The maps Wσ : (CN )⊗n ⊗ C(z; h) → Mn, σ ∈ Sn, form what is called in [V]
local tensor coordinates on Mn. The stable envelope maps as well as cohomological weight
function maps are basically other examples of that structure.

4. Stable envelope maps and weight function maps

4.1. Main theorem. Denote

cλ(Θ) =
N−1∏

a=1

λ(a)∏

i=1

λ(a)∏

j=1

(θa,i − θa,j − h) ∈ H∗
T (T

∗Fλ).(4.1)

Observe that cλ(Θ) is the equivariant Euler class of the bundle ⊕N−1
a=1 Hom(Fa, Fa) if we

make C× act on it with weight −h. Here, by a slight abuse of notation, we wrote Fa for the
bundle over Fλ with fiber Fa.

Let cn(Θ) = (cλ(Θ))|λ|=n ∈ H∗
T (Xn). Note that cn(Θ) is not a zero-divisor in H∗

T (Xn),
because none of its fixed point restrictions is zero.

Theorem 4.1. For any σ ∈ Sn, the maps Stabσ : H∗
T ((Xn)

A) → H∗
T (Xn) and [Wσ] :

H∗
T ((Xn)

A) → H∗
T (Xn) are related:

[Wσ] = cn ◦ Stabσ,(4.2)

where cn denotes the operator of multiplication by cn(Θ).
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Theorem 4.1 is proved in Section 4.2.

Remark. In [RTV] we defined cohomology classes κI and κ′
I in the cohomology ring of

the cotangent bundle of a Grassmannian. The classes were suggested as candidates for the
equivariant fundamental cohomology class of the cotangent bundle of the Schubert variety
Ω̄id,I , which is singular in general. Theorem 4.1 implies that the classes κI , κ

′
I defined in

[RTV] are supported on Slopeid,I .

4.2. Triangularity. The C(z; h)-moduleH∗
T (Xn)⊗C(z; h) has a basis (wI(Γ; z; h))I∈Iλ,|λ|=n,

wI(Γ; z; h) =
∏

16i<j6N

∏

x∈Γi

∏

k∈Ii

∏

ℓ∈Ij

x− zℓ
zk − zℓ

.

We have

wI(zJ ; z; h) = δI,J , I, J ∈ Iλ.

Thus we have the distinguished basis (wI(Γ; z; h))I∈Iλ,|λ|=n of the C(z; h)-module H∗
T (Xn)⊗

C(z; h) and the distinguished basis (1I)I∈Iλ,|λ|=n of the C(z; h)-module H∗
T ((Xn)

A).
We denote the matrices of the C(z; h)-module isomorphisms Stabσ and [Wσ] with respect

to these bases by Aσ and Bσ respectively.

Lemma 4.2. The matrix Aσ is upper-triangular with respect to the partial ordering 6σ, that
is, if (Aσ)J,I 6= 0, then J 6σ I.

Proof. The lemma follows from part (i) of Theorem 2.5. �

Lemma 4.3. The matrix Bσ is upper-triangular with respect to the partial ordering 6σ, that
is, if (Bσ)J,I 6= 0, then J 6σ I.

Proof. The lemma follows from part (iv) of Lemma 3.2. �

Define the C(z; h)-module isomorphism

fσ = [Wσ] ◦ (Stabσ)
−1 : H∗

T (Xn)⊗ C(z; h) → H∗
T (Xn)⊗ C(z; h).

Corollary 4.4. For any σ ∈ Sn, the matrix of fσ is upper-triangular with respect to the
partial ordering 6σ.

Lemma 4.5. The operator fσ does not depend on σ ∈ Sn.

Proof. For σ′, σ ∈ Sn we have

Rσ′,σ = [Wσ′ ]−1 ◦ [Wσ] = Stab−1
σ′ ◦ (f−1

σ′ ◦ fσ) ◦ Stabσ, Rσ′,σ = Stab−1
σ′ ◦ Stabσ

Hence f−1
σ′ ◦ fσ = 1 and f = fσ does not depend on σ. �

Lemma 4.6. The matrix of the operator f is diagonal.

Proof. For any σ ∈ Sn the matrix of f is upper-triangular by Corollary 4.4. Lemma 2.4
implies that the matrix is diagonal. �

To prove Theorem 4.1 it is enough to evaluate the diagonal entries of the matrix of f and
of the matrices Aσ,Bσ and then check that the diagonal entries satisfy (4.2). The diagonal
entries of Aσ are given by part (ii) of Theorem 2.5 and the diagonal entries of Bσ are given
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by part (ii) of Lemma 3.2. Observing that cλ(Θ) restricted to the fixed point xI is cλ(zI),
and that∏

a<b

∏

σ(i)∈Ia

σ(j)∈Ib

(∏

i<j

(zσ(i) − zσ(j))
∏

i>j

(zσ(i) − zσ(j) − h)
)
=

(
sgnσ,I e

hor
σ,I,−

)
· everσ,I,−

we obtain that the diagonal entries indeed satisfy (4.2). Theorem 4.1 is proved.

5. Orthogonality

5.1. Orthogonality on Fλ. Consider the bilinear form on H∗
A(Fλ) defined by (f, g)Fλ

=∫
Fλ

fg, where the equivariant integral on Fλ can be expressed via localization by
∫

Fλ

α(Γ; z) =
∑

I∈Iλ

α(zI ; z)∏
a<b

∏
i∈Ia,j∈Ib

(zj − zi)
.

Note that the denominator is the equivariant Euler class of the tangent space to Fλ at the
fixed point xI .

Let σ0 be the longest permutation in Sn, that is, σ0 : i 7→ n + 1 − i. It is well known in
Schubert calculus that

([Ω̄id,J ], [Ω̄σ0,K ])Fλ
= δJ,K ,

where Ω̄σ,I is the closure of the Schubert cell Ωσ,I . In Theorem 5.1 below we will show the
T ∗Fλ version of this orthogonality statement.

5.2. Orthogonality on T ∗Fλ. Consider the bilinear form on H∗
T (T

∗Fλ) defined by

(f, g)T ∗Fλ
=

∫

T ∗Fλ

fg,

where the equivariant integral on T ∗Fλ is defined via localization by
∫

T ∗Fλ

α(Γ; z; h) =
∑

I∈Iλ

α(zI ; z; h)∏
a<b

∏
i∈Ia,j∈Ib

(zj − zi)(zi − zj − h)
.

Note that the denominator is the equivariant Euler class of the tangent space to T ∗Fλ at
the fixed point xI . This bilinear form takes values in C(z; h).

Theorem 5.1. We have

(Stabid(1J), Stabσ0(1K))T ∗Fλ
= δJ,K · (−1)dimFλ .

Proof. We have

(Stabid(1J), Stabσ0(1K))T ∗Fλ
= (−1)dimFλ

∑

I∈Iλ

(Stabid(1J)Stabσ0(1K))|xI

R(zI)Q(zI)
=

= (−1)dimFλ

∑

I∈Iλ

Wid,J(zI ; z; h)Wσ0,K(zI ; z, h)

R(zI)Q(zI)cλ(zI)2
= δJ,K · (−1)dimFλ.

where the first equality is by definition, the second by Theorem 4.1 and the third by
Lemma 3.4. �
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6. Yangian actions

6.1. Yangian Y (glN). The Yangian Y (glN ) is the unital associative algebra with generators

T
{s}
i,j for i, j = 1, . . . , N , s ∈ Z>0, subject to relations

(6.1) (u− v)
[
Ti,j(u) , Tk,l(v)

]
= Tk,j(v)Ti,l(u)− Tk,j(u)Ti,l(v) , i, j, k, l = 1, . . . , N ,

where
Ti,j(u) = δi,j +

∞∑

s=1

T
{s}
i,j u−s .

The Yangian Y (glN ) is a Hopf algebra with the coproduct ∆ : Y (glN ) → Y (glN )⊗Y (glN)

given by ∆
(
Ti,j(u)

)
=

∑N
k=1 Tk,j(u) ⊗ Ti,k(u) for i, j = 1, . . . , N . The Yangian Y (glN)

contains, as a Hopf subalgebra, the universal enveloping algebra U(glN ) of the Lie algebra

glN . The embedding is given by ei,j 7→ T
{1}
j,i , where ei,j are standard standard generators of

glN .

Notice that
[
T

{1}
i,j , T

{s}
k,l

]
= δi,lT

{s}
k,j − δj,kT

{s}
i,l for i, j, k, l = 1, . . . , N , s ∈ Z>0 , which

implies that the Yangian Y (glN) is generated by the elements T
{1}
i,i+1 , T

{1}
i+1,i, i = 1, . . . , N−1,

and T
{s}
1,1 , s > 0.

6.2. Algebra Ỹ (glN) . In this section we follow [GRTV, Section 3.3]. In formulas of that
Section 3.3 we replace h with −h.

Let Ỹ (glN) be the subalgebra of Y (glN)⊗C[h] generated over C by C[h] and the elements

(−h)s−1T
{s}
i,j for i, j = 1, . . . , N , s > 0. Equivalently, the subalgebra Ỹ (glN) is generated

over C by C[h] and the elements T
{1}
i,i+1 , T

{1}
i+1,i, i = 1, . . . , N − 1, and (−h)s−1T

{s}
1,1 , s > 0.

For p = 1, . . . , N , i = {1 6 i1 < · · · < ip 6 N}, j = {1 6 j1 < · · · < jp 6 N}, define

Mi,j(u) =
∑

σ∈Sp

(−1)σ Ti1,jσ(1)
(u) . . . Tip,jσ(p)

(u− p+ 1) .

Introduce the series A1(u), . . . , AN(u), E1(u), . . . , EN−1(u), F1(u), . . . , FN−1(u):

Ap(u) = Mi,i(−u/h) = 1 +
∞∑

s=1

(−h)sAp,s u
−s ,(6.2)

Ep(u) = −h−1Mj,i(−u/h)
(
Mi,i(−u/h)

)−1
=

∞∑

s=1

(−h)s−1Ep,s u
−s ,(6.3)

Fp(u) = −h−1
(
Mi,i(−u/h)

)−1
Mi,j(−u/h) =

∞∑

s=1

(−h)s−1Fp,s u
−s ,

where in formulas (6.2) and (6.3) we have i = {1, . . . , p} , j = {1, . . . , p−1, p+1} . Observe

that Ep,1 = T
{1}
p+1,p , Fp,1 = T

{1}
p,p+1 and A1,s = T

{s}
1,1 , so the coefficients of the series Ep(u),

Fp(u) and h−1(Ap(u) − 1
)
together with C[h] generate Ỹ (glN). In what follows we will

describe actions of the algebra Ỹ (glN) by using series (6.2), (6.3).
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6.3. Ỹ (glN)-action on (CN)⊗n ⊗ C[z; h]. Let C[z; h] act on (CN )⊗n ⊗ C[z; h] by multipli-

cation. Set

L(u) = (u− zn − hP (0,n)) . . . (u− z1 − hP (0,1)) ,(6.4)

where the factors of CN⊗ (CN)⊗n are labeled by 0, 1, . . . , n. L(u) is a polynomial in u, z, h

with values in End(CN⊗ (CN)⊗n). We consider L(u) as an N×N matrix with End(V ) ⊗
C[u; z; h] -valued entries Li,j(u).

Proposition 6.1 (Proposition 4.1 in [GRTV]). The assignment

(6.5) φ
(
Ti,j(−u/h)

)
= Li,j(u)

n∏

a=1

(u− za)
−1

defines the action of the algebra Ỹ (glN) on (CN)⊗n ⊗ C[z; h] . Here the right-hand side of

(6.5) is a series in u−1 with coefficients in End((CN)⊗n)⊗ C[z; h]) .

Under this action, the subalgebra U(glN ) ⊂ Ỹ (glN ) acts on (CN )⊗n ⊗ C[z; h] in the
standard way: any element x ∈ glN acts as x(1) + . . .+ x(n).

The action φ was denoted in [GRTV] by φ+. After the identification H∗
T ((Xn)

A) =

(CN)⊗n ⊗ C[z; h], the action φ defines the Ỹ (glN )-module structure on H∗
T ((Xn)

A). This

Ỹ (glN)-module structure on H∗
T ((Xn)

A) coincides with the Yangian module structure on
H∗

T ((Xn)
A) introduced in [MO, Section 5.2.6].

6.4. H∗
T (Xn) as a Ỹ (glN)-module according to [GRTV]. We define the Ỹ (glN)-module

structure ρ on H∗
T (Xn) by formulas (6.6), (6.8), (6.9). Notice that this Ỹ (glN)-module

structure was denoted in [GRTV] by ρ− and h in [GRTV] is replaced with −h. We define
ρ
(
Ap(u)

)
: H∗

T (T
∗Fλ) → H∗

T (T
∗Fλ) by

(6.6) ρ
(
Ap(u)

)
: [f ] 7→

[
f(Γ; z; h)

p∏

a=1

λp∏

i=1

(
1−

h

u− γp,i

)]
,

for p = 1, . . . , N . In particular,

ρ(X∞
i ) : [f ] 7→ [ (γi,1 + . . .+ γi,λi

)f(Γ; z; h)] , i = 1, . . . , N .(6.7)

Let α1, . . . , αN−1 be simple roots, αp = (0, . . . , 0, 1,−1, 0, . . . , 0), with p− 1 first zeros. We
define

ρ
(
Ep(u)

)
: H∗

T (T
∗Fλ−αp

) 7→ H∗
T (T

∗Fλ) ,

ρ
(
Ep(u)

)
: [f ] 7→

[ λp∑

i=1

f(Γ ′i; z; h)

u− γp,i

λp∏

j=1
j 6=i

1

γp,j − γp,i

λp+1∏

k=1

(γp,i − γp+1,k − h)

]
,(6.8)

ρ
(
Fp(u)

)
: H∗

T (T
∗Fλ+αp

) 7→ H∗
T (T

∗Fλ) ,



16 R.RIMÁNYI, V.TARASOV, A.VARCHENKO

ρ
(
Fp(u)

)
: [f ] 7→

[ λp+1∑

i=1

f(Γi ′; z; h)

u− γp+1,i

λp+1∏

j=1
j 6=i

1

γp+1,i − γp+1,j

λp∏

k=1

(γp,k − γp+1,i − h)

]
,(6.9)

where
Γ ′i = (Γ1 ; . . . ; Γp−1 ; Γp − {γp,i}; Γp+1 ∪ {γp,i}; Γp+2; . . . ; ΓN) ,

Γi ′ = (Γ1 ; . . . ; Γp−1 ; Γp ∪ {γp+1,i}; Γp+1 − {γp+1,i}; Γp+2 ; . . . ; ΓN) .

Theorem 6.2 (Theorem 5.10 in [GRTV]). These formulas define a Ỹ (glN)-module structure
on H∗

T (Xn).

The topological interpretation of this action see in [GRTV, Theorem 5.16].

The Ỹ (glN )-module structure ρ on H∗
T (Xn) is a Yangian version of representations of the

quantum affine algebra Uq(ĝlN) considered in [Vas1, Vas2].

6.5. Stable envelopes and Yangian actions. As we know, formula (6.5) defines the

Ỹ (glN)-module structure φ on H∗
T ((Xn)

A) = (CN)⊗n ⊗ C(z; h), and formulas (6.6), (6.8),

(6.9) define the Ỹ (glN)-module structure ρ on H∗
T (Xn).

Theorem 6.3. For the identity element id ∈ Sn, the map Stabid : H∗
T ((Xn)

A) → H∗
T (Xn) is

a homomorphism of Ỹ (glN)-modules.

Corollary 6.4. The Ỹ (glN)-module structure ρ on H∗
T (Xn) coincides with the Yangian mod-

ule structure on H∗
T (Xn) introduced in [MO].

Proof of Corollary 6.4. As we know, the Yangian module structure on H∗
T ((Xn)

A), introduced

in [MO], coincides with the Ỹ (glN)-module structure φ. In [MO], the Yangian module
structure on H∗

T (Xn) is induced from the Yangian module structure on H∗
T ((Xn)

A) by the
map Stabid : H∗

T ((Xn)
A) → H∗

T (Xn), see [MO, Sections 4 and 5]. Now Theorem 6.3 implies
the corollary. �

6.6. Proof of Theorem 6.3. Define operators s̃1, . . . , s̃n−1 acting on (CN)⊗n-valued func-
tions of z, h by

s̃i f(z1, . . . , zn, h) =
(zi − zi+1)P

(i,i+1) + h

zi − zi+1 + h
f(z1, . . . , zi+1, zi, . . . , zn, h) .

Lemma 6.5 (Lemma 2.3 in [GRTV]). The assignment si 7→ s̃i, i = 1, . . . , n − 1, defines
an action of Sn. �

For I ∈ Iλ, introduce ξI ∈ (CN)⊗n ⊗ C(z; h) by the formula

ξI =
∑

J∈Iλ

Wσ0,J(zI ; z; h)

Q(zI) cλ(zI)
vJ ,(6.10)

where σ0 ∈ Sn is the longest permutation and vI is defined in (2.1). Notice that
Wσ0,J

(zI ;z;h)

cλ(zI)

is a polynomial for every J , by Lemma 3.2. Let

D =
∏

16i<j6n

(zj − zi − h) .
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Define Imin ∈ Iλ by Imin =
(
{1, . . . , λ1} , {λ1 +1, . . . , λ1 + λ2} , . . . , {n− λN +1, . . . , n}

)
.

Lemma 6.6 (C.f. Proposition 2.14 in [GRTV]). The elements ξI , I ∈ Iλ, are unique ele-
ments of (CN)⊗n ⊗ C[z; h;D−1] such that ξImin = vImin and ξsi(I) = s̃i ξI for every I ∈ Iλ

and i = 1, . . . , n− 1 .

Proof. The fact that ξImin = vImin follows from Lemma 3.2. The property ξsi(I) = s̃i ξI
follows from Lemma 3.3. �

By comparing Lemma 6.6 and [GRTV, Proposition 2.14] we conclude that the elements
ξI , I ∈ Iλ, coincide with the elements ξ+I , I ∈ Iλ, of Proposition 2.14 in which h is replaced
with −h.

Consider the map

ν = ⊕|λ|=nνλ : ⊕|λ|=nH
∗
T (Xλ)⊗ C(z; h) → (CN)⊗n ⊗ C(z; h),

where νλ is defined by the formula

[f(Θ; z; h)] 7→
∑

I∈Iλ

f(zI ; z; h)

R(zI)
ξI ,

see [GRTV, Formula (5.9)].

Lemma 6.7. We have ν ◦ Stabid = Id.

Proof. We have

ν ◦ Stabid(1I) = ν
( [Wid,I(Θ; z; h)]

cλ(Θ)

)
=

∑

J∈Iλ

Wid,I(zJ ; z; h)

R(zJ)cλ(zJ)
ξJ =

=
∑

J,K∈Iλ

Wid,I(zJ ; z; h)Wσ0,K(zJ ; z; h)

R(zJ)Q(zJ)cλ(zJ)2
vK = vI = 1I ,

where the next to the last equality follows from Lemma 3.4. �

Theorem 5.10 in [GRTV] says that ν is a homomorphism of the Ỹ (glN)-module structure

ρ on H∗
T (Xn)⊗C(z; h) to the Ỹ (glN)-module structure φ on (CN)⊗n ⊗ C(z; h). This proves

Theorem 6.3.

7. Dynamical Hamiltonians and quantum multiplication

7.1. Dynamical Hamiltonians. Assume that q1, . . . , qN are distinct numbers. Define the

elements Xq
1 , . . . , X

q
N ∈ Ỹ (glN) by the rule

Xq
i = −hT

{2}
i,i +

h

2
T

{1}
i,i

(
T

{1}
i,i − 1

)
− h

N∑

j=1
j 6=i

qj
qi − qj

Gi,j ,

where Gi,j = T
{1}
i,j T

{1}
j,i − T

{1}
j,j = T

{1}
j,i T

{1}
i,j − T

{1}
i,i . Notice that

T
{1}
i,i = ei,i , Gi,j = ei,j ej,i− ei,i = ej,i ei,j − ej,j .
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By taking the limit qi+1/qi → 0 for all i = 1, . . . , N − 1, we define the elements X∞
1 , . . . ,

X∞
N ∈ Ỹ (glN),

X∞
i = −hT

{2}
i,i +

h

2
ei,i

(
ei,i − 1

)
+ h(Gi,1+ . . .+ Gi,i−1) ,

see [GRTV]. We call the elements Xq
i , X

∞
i , i = 1, . . . , N , the dynamical Hamiltonians .

Observe that

Xq
i = X∞

i − h

i−1∑

j=1

qi
qi − qj

Gi,j − h

n∑

j=i+1

qj
qi − qj

Gi,j .

Given λ = (λ1, . . . , λN), set Gλ,i,j = ej,i ei,j for λi > λj and Gλ,i,j = ei,j ej,i for λi < λj .

Define the elements Xq
λ,1 , . . . , X

q
λ,N ∈ Ỹ (glN),

Xq
λ,i = X∞

i − h
i−1∑

j=1

qi
qi − qj

Gλ,i,j − h
n∑

j=i+1

qj
qi − qj

Gλ,i,j .

Let κ ∈ C×. The formal differential operators

(7.1) ∇q,κ,i = κ qi
∂

∂qi
− Xq

i , i = 1, . . . , N,

pairwise commute and, hence, define a flat connection for any Ỹ (glN)-module, see [GRTV].

Lemma 7.1 (Lemma 3.5 in [GRTV]). The connection ∇λ,q,κ defined by

∇λ,q,κ,i = κ qi
∂

∂qi
− Xq

λ,i ,

i = 1, . . . , N , is flat for any κ.

Proof. The connection ∇λ,q,κ,i is gauge equivalent to connection (7.1),

∇λ,q,κ,i = (Υλ)
−1 ∇q,κ,i Υλ , Υλ =

∏

16i<j6n

(1− qj/qi)
hελ,i,j/κ ,

where ελ,i,j = ej,j for λi > λj , and ελ,i,j = ei,i for λi < λj . �

Connection (7.1) was introduced in [TV2], see also Appendix B in [MTV1], and is called
the trigonometric dynamical connection. Later the definition was extended from slN to other
simple Lie algebras in [TL] under the name of the trigonometric Casimir connection.

The trigonometric dynamical connection is defined over CN with coordinates q1, . . . ,
qN , it has singularities at the union of the diagonals qi = qj . In the case of a tensor

product of evaluation Ỹ (glN)-modules, the trigonometric dynamical connection commutes
with the associated qKZ difference connection, see [TV2]. Under the (glN , gln) duality,
the trigonometric dynamical connection and the associated qKZ difference connection are
respectively identified with the trigonometric KZ connection and the dynamical difference
connection, see [TV2].
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7.2. qKZ difference connection. Recall the Ỹ (glN)-action φ on (CN)⊗n ⊗ C[z; h] intro-
duced in Section 6.3. Let

R(i,j)(u) =
u− hP (i,j)

u− h
, i, j = 1, . . . , n , i 6= j .

For κ ∈ C×, define operators K1, . . . , Kn ∈ End((CN)⊗n)⊗ C[z; h] ,

Ki(q; κ) = R(i,i−1)(zi − zi−1) . . . R
(i,1)(zi − z1) ×

× q
e
(i)
1,1

1 . . . q
e
(i)
N,N

N R(i,n)(zi − zn − κ) . . . R(i,i+1)(zi − zi+1 − κ) .

Consider the difference operators K̂q,κ,1, . . . , K̂q,κ,n acting on (CN)⊗n-valued functions of

z, q, h ,

K̂q,κ,if(z1, . . . , zn, h) = Ki(q; κ) f(z1, . . . , zi−1, zi − κ, zi+1, . . . , zn) .

Theorem 7.2 ([FR]). The operators K̂q,κ,1, . . . , K̂q,κ,n pairwise commute.

Theorem 7.3 ([TV2]). The operators K̂q,κ,1, . . . , K̂q,κ,n, φ(∇λ,q,κ,i), . . . , φ(∇λ,q,κ,i) pairwise
commute.

The commuting difference operators K̂q,κ,1, . . . , K̂q,κ,n define the rational qKZ difference
connection. Theorem 7.3 says that the rational qKZ difference connection commutes with
the trigonometric dynamical connection.

7.3. Dynamical Hamiltonians Xq
λ,i on H∗

T (T
∗Fλ). Recall the Ỹ (glN)-module structure

ρ defined on H∗
T (Xn) = ⊕|λ|=nH

∗
T (T

∗Fλ) in Section 6.4. For any µ = (µ1, . . . , µN) ∈ ZN
>0,

|µ| = n, the action of the dynamical Hamiltonians Xq
µ,i preserve each of H∗

T (T
∗Fλ).

Lemma 7.4. For any λ and i = 1, . . . , n, the restriction of Xq
λ,i to H∗

T (T
∗Fλ) has the form:

(7.2)

ρ(Xq
λ,i) = (γi,1 + · · ·+ γi,λi

)− h

i−1∑

j=1

qi
qi − qj

ρ(Gλ,i,j) − h

n∑

j=i+1

qj
qi − qj

ρ(Gλ,i,j) =

= (γi,1 + · · ·+ γi,λi
)− h

i−1∑

j=1

qi
qi − qj

ρ(ej,iei,j) − h
n∑

j=i+1

qj
qi − qj

ρ(ei,jej,i) + C,

where (γi,1 + · · ·+ γi,λi
) denotes the operator of multiplication by the cohomology class γi,1 +

· · ·+ γi,λi
, the operator C is a scalar operator on H∗

T (T
∗Fλ), and for any i 6= j the element

ρ(Gλ,i,j) annihilates the identity element 1λ ∈ H∗
T (T

∗Fλ).

Proof. The first equality in (7.2) follows from (6.7). The operator C is scalar since ej,iei,j −
Gλ,i,j and ei,jej,i − Gλ,i,j lie in the Cartan subalgebra and act on H∗

T (T
∗Fλ) as scalars.

By Theorem 6.3, in order to show that ρ(Gλ,i,j) annihilates the identity element 1λ it is
enough to show that φ(Gλ,i,j) annihilates the element ν(1λ) =

∑
I∈Iλ

1
R(zI)

ξI and that is the

statement of [GRTV, Lemma 2.20], see also [RTVZ]. �
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7.4. Quantum multiplication by divisors on H∗
T (T

∗Fλ). In [MO], the quantum multi-
plication by divisors on H∗

T (T
∗Fλ) is described. The fundamental equivariant cohomology

classes of divisors on T ∗Fλ are linear combinations of Di = γi,1 + · · · + γi,λi
, i = 1, . . . , N .

The quantum multiplication Di∗q̃ depends on parameters q̃ = (q̃1, . . . , q̃N).

Theorem 7.5 (Theorem 10.2.1 in [MO]). For i = 1, . . . , N , the quantum multiplication by
Di is given by the formula:

(7.3)

Di∗q̃ = (γi,1 + · · ·+ γi,λi
) + h

i−1∑

j=1

q̃j/q̃i
1− q̃j/q̃i

ρ(ej,iei,j) − h
n∑

j=i+1

q̃i/q̃j
1− q̃i/q̃J

ρ(ei,jej,i) + C,

where C is a scalar operator on H∗
T (T

∗Fλ) fixed by the requirement that the purely quantum
part of Di∗q̃ annihilates the identity 1λ.

Corollary 7.6. For i = 1, . . . , N , the operator Di∗q̃ of quantum multiplication by Di on
H∗

T (T
∗Fλ) equals the action ρ(Xq

λ,i) on H∗
T (T

∗Fλ) of the dynamical Hamiltonian Xq
λ,i if we

put (q1, . . . , qN) = (q̃−1
1 , . . . , q̃−1

N ).

The quantum connection ∇quant,λ,q̃,κ on H∗
T (T

∗Fλ) is defined by the formula

∇quant,λ,q̃,κ,i = κ q̃i
∂

∂q̃i
− Di∗q̃ , i = 1, . . . , N,(7.4)

where κ ∈ C× is a parameter of the connection, see [BMO]. By Corollary 7.6, we have

∇quant,λ,q̃,κ,i = ρ(∇λ,q̃−1
1 ,...,q̃−1

N
,−κ), i = 1, . . . , N.(7.5)

By Theorem 7.3, the difference operators

Stabid ◦ K̂q̃−1
1 ,...,q̃−1

N
,−κ,1 ◦ ν, . . . , Stabid ◦ K̂q̃−1

1 ,...,q̃−1
N

,−κ,n ◦ ν

and the differential operators ∇quant,λ,q̃,κ,1, . . . ,∇quant,λ,q̃,κ,N pairwise commute. The differ-
ence operators form the rational qKZ difference connection on H∗

T (T
∗Fλ). This difference

connection is discussed in [MO] under the name of the shift operators.

8. Proofs of lemmas on weight functions

8.1. Proof of Lemma 3.1. Parts (ii-iv) of Lemma 3.1 are proved by inspection of the
definition of weight functions.

For N = 2, part (i) of Lemma 3.1 is proved in [RTV], see Lemma 3.6 and Theorem 4.2 in
[RTV]. The general case N > 2 is proved as follows.

Let UI,σ(t; z; h) be the term in the symmetrization in (3.1) obtained by permuting the

variables t
(i)
a by an element σ ∈ Sλ(1) × · · · × Sλ(N−1) . Set

UI,J,σ(z; h) = UI,σ(zJ ; z; h).

We show that each term UI,J,σ(z; h) is divisible by cλ(zJ).

Recall that ∪a
b=1Ia = I(a) = {i

(a)
1 < · · · < i

(a)

λ(a)}. Similarly, let ∪a
b=1Ja = J (a) = {j

(a)
1 <

· · · < j
(a)

λ(a)}.
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The substitution t = zJ implies t
(N−1)
a = z

j
(N−1)
a

. Denote by σ the component of σ in the

last factor Sλ(N−1) . Consider the factor fc,d = z
j
(N−1)
c

− z
j
(N−1)
d

− h in cλ(zJ) for c 6= d.

Let a = σ−1(c). If j
(N−1)
d < i

(N−1)
a , then fc,d divides UI,J,σ due to the factor t

(N−1)
σ(a) −

z
j
(N−1)
d

− h in UI,σ.

Let b = σ−1(d). If i
(N−1)
a 6 j

(N−1)
σ(b) = j

(N−1)
d 6 i

(N−1)
b , then a < b, because i

(N−1)
a 6 i

(N−1)
b

and a 6= b. Then fc,d divides UI,J,σ due to the factor t
(N−1)
σ(a) − t

(N−1)
σ(b) − h in UI,σ.

If i
(N−1)
b < j

(N−1)
d , then UI,J,σ = 0 due to the factor t

(N−1)
σ(a) − z

j
(N−1)
d

in UI,σ.

Once the substitution t
(N−1)
a = z

j
(N−1)
a

is done, the consideration of the factors z
j
(N−2)
c

−

z
j
(N−2)
d

− h in cλ(zJ) is similar.

8.2. Proof of Lemma 3.3. It is enough to prove that for I ∈ Iλ, i = 1, . . . , n− 1, we have

Wsi,I(t; z; h) =
zi − zi+1

zi − zi+1 + h
Wid,I(t; z; h) +

h

zi − zi+1 + h
Wid,si(I)(t; z; h).(8.1)

Moreover, it is straightforward to see from (3.1) that it suffices to prove relations (8.1) for
n = 2, i = 1, and the following two cases for I. The first case is I = (I1, . . . , IN), where
I1 = {1, 2}, and I2, . . . , IN are empty. The second case is I = (I1, . . . , IN), where I1 = {1},
I2 = {2}, and I3, . . . , IN are empty. In each of the two cases, formula (8.1) is proved by
straightforward verification. All other cases of formula (8.1) can be deduced from these two
by picking up a suitable subexpression and an appropriate change of notation.

8.3. Proof of Lemma 3.4. In addition to vectors ξI , I ∈ Iλ, defined in (6.10), we introduce
the vectors

ξσ0,I =
∑

J∈Iλ

Wid,J(zI ; z; h)

Q(zI) cλ(zI)
vJ .(8.2)

Let S be the C(z; h)-bilinear form on (CN)⊗n⊗C(z; h) such that the basis (vJ) is orthonor-
mal. Then the statement of the lemma is equivalent to the statement

S(ξI , ξσ0,J) = δI,J
R(zI)

Q(zI)
,

which is the statement of [GRTV, Theorem 2.18].
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