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R. RIMÁNYI

Abstract. Consider the Cohomological Hall Algebra as defined by Kontsevich and Soibelman,
associated with a Dynkin quiver. We reinterpret the geometry behind the multiplication map
in the COHA, and give an iterated residue formula for it. We show natural subalgebras whose
product is the whole COHA (except in the E8 case). The dimension count version of this state-
ment is an identity for quantum dilogarithm series, first proved by Reineke. We also show that
natural structure constants of the COHA are universal polynomials representing degeneracy loci,
a.k.a. quiver polynomials.

1. Introduction

Let Q = (Q0, Q1) be an oriented graph, the quiver. For a dimension vector γ ∈ NQ0 one defines
a representation of a Lie group Gγ on a vector space Vγ. The main object of study of this paper
is the formal sum of equivariant cohomology groups

(1)
⊕
γ

H∗Gγ (Vγ).

On the one hand, this sum contains geometrically relevant elements, the so-called quiver
polynomials. Quiver polynomials are universal polynomials expressing fundamental cohomol-
ogy classes of degeneracy loci—in the spirit of the celebrated Giambelli-Thom-Porteous formula
(cf. also Thom polynomials). They generalize key objects of algebraic combinatorics (differ-
ent double and quantum versions of Schur and Schubert polynomials)—even if the underlying
unoriented graph is one of the Dynkin graphs ADE. Several algorithms and formulas are given
in the literature for quiver polynomials (see references in Section 10). Yet, quite little is known
about their structure; for example a Schur-positivity conjecture of Buch [Buc08] (see also [Rim13,
Sect.8]) has been open for many years now.

On the other hand, in [KS10] Kontsevich and Soibelman defined a remarkable associative
product on (1), and named the resulting algebra the Cohomological Hall Algebra (COHA) of the
quiver. Their definition is inspired by string theory, their COHA is a candidate for the algebra
of BPS states. In [KS10] and in subsequent papers by others, the key point of studying COHAs
is their Poincaré series. These series have connections with Donaldson-Thomas invariants. An
initial phenomenon along these lines is that the comparison of different Poincaré series of a
Dynkin COHA implies identities among quantum dilogarithm series. These identities have a
long history, for most recent results see [Rei10], [KS10].
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The aim of the present paper is to give a detailed study of COHAs associated with a Dynkin
quiver. Doing so, we will adopt both points of views: the search for geometrically relevant
elements, and counting dimensions (i.e. Poincaré series).

After introductions to some background material on spectral sequences, quivers, and COHA,
we will address the following five topics:

(1) In Section 6 we will prove a special case (in some sense the ‘extreme’ case) of Reineke’s
quantum dilogarithm identities. We will derive this from a spectral sequence, which is associated
to Kazarian in singularity theory. This treatment of the identities is similar to [KS10], but our
point of view is somewhat different.

(2) In Section 8 we give a new geometric interpretation of Kontsevich and Soibelman’s product
map in the COHA. This argument is based on a construction of Reineke [Rei03]. As a personal
note let us mention the author’s appreciation for the ideas and results in [Rei03]: in our view
they foreshadow several important results on quiver polynomials and the COHA.

(3) In recent works on formulas of degeneracy loci ([BS12], [Kaz09a], [Kaz09b], [Rim13]) a
new formalism turned out to be useful: replacing equivariant localization formulas with iterated
residue formulas. In Section 9 we present the corresponding result for the COHA multiplication.

(4) In Theorem 10.1 we will show that quiver polynomials representing degeneracy loci are
natural structure constants of COHAs—one of the main results of this paper.

(5) Another main result is a structure theorem for COHAs of Dynkin type An, Dn, E6, and
E7, Theorem 11.2. Namely, we will show that the COHA can be factored into the product of
natural sub-algebras. This result is claimed in [KS10] for A2, but is new for other quivers. The
key notion of the proof is a well-chosen restriction homomorphism in equivariant cohomology.

Acknowledgement. This work was carried out while the author visited EPF Lausanne and
the University of Geneva. I would like to thank these institutions, in particular, T. Hausel and
A. Szenes for their hospitality. Special thanks to T. Hausel who introduced me to the topic of
COHAs. The author was partially supported by NSF grant DMS-1200685 and Swiss National
Science Foundation Grant 200020-141329.

2. The Kazarian spectral sequence—generalities

Let the Lie group G act on the manifold V , and let V = η1 ∪ η2 ∪ . . . be a finite stratification
by G-invariant submanifolds. If we denote

Fi =
⋃

codim ηj≤i

ηj

then we have a filtration
F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ FdimV = V

of V . Applying the Borel construction (BGX = EG×G X), we obtain a filtration

BGF0 ⊂ BGF1 ⊂ BGF2 ⊂ . . . ⊂ BGFdimR V = BGV

of the Borel construction BGV . We will call the cohomology spectral sequence associated with
this latter filtration the Kazarian spectral sequence [Kaz97] of the action, and the stratification,
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although it is present explicitly or implicitly in various works, e.g. [AB83]. Cohomology is meant
with integer coefficients in the whole paper.

We will be concerned with the Kazarian spectral sequence in the particularly nice situation
when G is a complex algebraic group acting on the complex vector space V , and the η’s are
the obits. In particular, we assume that the representation has finitely many orbits. Stabilizer
subgroups of different points in the orbit η are conjugate, hence isomorphic. Let Gη be the
isomorphism type of the stabilizer subgroup of any point in η. The properties of the Kazarian
spectral sequence we will need in this paper are collected in the following theorem.

Theorem 2.1. The Kazarian spectral sequence Epq
∗ converges to H∗(BG), and

Epq
1 =

⊕
η⊂V orbit

codimR η=p

Hq(BGη).

The convergence claim follows from the fact that V is (equivariantly) contractible. The E1

claim follows from the usual description of the E1 page as relative cohomologies, if one applies
excision and the Thom isomorphism to these relative cohomologies. See details e.g. in [Kaz97].

In general, when one considers such a spectral sequence, there are a few notions deserving
special attention.

• A cohomology spectral sequence has a vertical edge homomorphism from the limit of
the spectral sequence to the 0’th column of the E∞ page. This homomorphism is very
relevant when the 0 codimensional stratum is not an orbit. For example, when it is the
set of (semi)stable points of the action, this vertical edge homomorphism is called the
Kirwan map. A similar ‘restriction map’ will be considered in Section 11.
• The differentials of the spectral sequence on the E1 page are Epq

1 → Ep+1,q
1 . Hence the

0’th row of the E1 page is a complex, whose linear generators are in bijection with the
strata. In some situations occurring in singularity theory and in knot theory this complex
is called the Vassiliev complex. This complex will not play a role in the present paper.
• In favorable situations the spectral sequence degenerates at E1, that is, we have E1 =
E2 = . . . = E∞. This is automatically the case for example, when every odd column and
every odd row of E1 vanishes. In this case, by convergence we have ⊕p+q=N rkEpq

1 = rkAN
where AN is the N ’th graded piece of the limit of the spectral sequence. These identities
will be considered in Section 6.
• A cohomology spectral sequence has a horizonal edge homomorphism from the 0’th row

of the E∞ page to the limit of the spectral sequence. Consider the simplest situation
when V is contractible (eg. a vector space) and E1 = . . . = E∞. Then the 0’th row of E∞
is a vector space with basis the set of strata. Under the horizontal edge homomorphism
the basis vector corresponding to η maps to the equivariant fundamental class [η] ∈
HcodimR η(BG) of the closure of η. The horizonal edge homomorphism is called the Thom
polynomial map in singularity theory, where [η] is called the Thom polynomial of η. We
will consider the [η] classes in Section 10.
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Example 2.2. To get familiar with these notions let us discuss the example of GLn = GLn(C)
acting on Cn the usual way: multiplication. There are two orbits, η0 = {0} (codim n) and
η1 = Cn−{0} (codim 0). We have Gη0 = GLn and Gη1

∼= GLn−1 (homotopy equivalence).
Hence the E1 page is 0, except we have the cohomologies of BGLn−1 in the 0’th column and the
cohomologies of BGLn in the 2n’th column. Since the odd Betti numbers of BGL spaces are 0,
the spectral sequence degenerates at E1. Let us look at the notions itemized above.

• The vertical edge homomorphism H∗(BGLn)→ H∗(BGLn−1) is induced by the inclusion
GLn−1 ⊂ GLn, hence it is Z[c1, . . . , cn]→ Z[c1, . . . , cn−1], cn 7→ 0.
• The Vassiliev complex is trivial, having only a C term at positions 0 and 2n.
• The identity we obtain for Betti numbers is b2i(BGLn)+b2(i+n)(BGLn−1) = b2(i+n)(BGLn).

Noting that b2i(BGLn) is the number of partitions of i using only the parts 1, 2, . . . , n,
the identity is combinatorially obvious. A good way to encode this identity for all i at
the same time is using the generating sequence fn =

∑
i b2i(BGLn)qi = 1/

∏n
j=1(1− qj):

fn + qnfn−1 = qnfn.

• The horizontal edge homomorphism is given by

H0(BGLn−1)→ H0(BGLn), 1 7→ [η1] = 1,
H0(BGLn)→ H2n(BGLn), 1 7→ [η0] = cn.

3. Quivers—generalities

Let Q0 be the set of vertices, and let Q1 ⊂ Q0 × Q0 be the set of edges of a finite oriented
graph Q = (Q0, Q1), the quiver. Tails and heads of an edge are denoted by t, h, that is, a =
(t(a), h(a)) ∈ Q1. By dimension vector we mean an element of NQ0 . The Euler form on the set
of dimension vectors is defined by

χ(γ1, γ2) =
∑
i∈Q0

γ1(i)γ2(i)−
∑
a∈Q1

γ1(t(a))γ2(h(a)).

Its opposite anti-symmetrization will be denoted by λ:

λ(γ1, γ2) = χ(γ2, γ1)− χ(γ1, γ2).

3.1. Path Algebra, Modules. Consider the complex vector space spanned by the oriented
paths (including the empty path ψi at each vertex i) of Q. Define the multiplication on this
space by concatenation (or 0, if the paths do not match). The resulting algebra is the path
algebra CQ of the quiver Q. By Q-module we will mean a finite dimensional right CQ-module.
One has Ext≥2(M,N) = 0 for any two modules, hence Ext1 will simply be called Ext. A
module M defines a dimension vector γ(i) = dim(Mψi). Hence the Euler form can be defined
on modules as well, and we have χ(M,N) = dim Hom(M,N) − dim Ext(M,N). A module is
called indecomposable if it is indecomposable as a CQ-module. Every module M can be written
uniquely as ⊕βcβAβ, where Aβ’s are indecomposable modules.
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3.2. Quiver representations. Fixing a dimension vector γ ∈ NQ0 we have the quiver repre-
sentation of the group Gγ = ×i∈Q0GLγ(i) on the vector space Vγ = Homa∈Q1(Cγ(t(a)),Cγ(h(a)))
by

(gi)i∈Q0 · (φa)a∈Q1 = (gh(a) ◦ φa ◦ g−1
t(a))a∈Q1 .

The set of orbits of Vγ is in bijection with the isomorphism classes of Q-modules whose dimension
vector is γ. The complex codimension of the orbit in Vγ, corresponding to the module M , is
dim Ext(M,M) (Voigt lemma).

3.3. Dynkin quivers. From now on in the whole paper we assume that the underlying unori-
ented graph of Q is one of the simply laced Dynkin graphs An, Dn, E6, E7, E8. These quivers are
called Dynkin (or finite) quivers. The simple roots of the same name root system will be denoted
by αi (i ∈ Q0). The set of positive roots will be denoted by R(Q) = {β1, . . . , βN}. Define the
non-negative numbers diu by βu =

∑
i∈Q0

diuαi. Gabriel’s theorem claims that the indecomposable

Q-modules (up to isomorphism) are in bijection with the positive roots. Moreover, if Aβu denotes
the indecomposable module corresponding to βu, then the dimension vector of Aβu is γ(i) = diu.
In particular, for a Dynkin quiver, and any dimension vector γ, there are only finitely many orbits
of the quiver representation Vγ. For an indecomposable module Aβu one has χ(Aβu , Aβu) = 1.

3.4. On stabilizers of orbits. Consider a Dynkin quiver Q, and a dimension vector γ ∈ NQ0 .
Let η be an orbit of the corresponding quiver representation of the group Gγ on Vγ, as defined
in Section 3.2. Let the corresponding CQ module be M (Section 3.1). Let

M =
⊕

β∈R(Q)

mβAβ

be the unique expansion of M into direct sums of indecomposable modules Aβ and multiplicities
mβ ∈ N.

Proposition 3.1. [FR02, Prop.3.6] Up to homotopy equivalence the stabilizer subgroup Gη is

Gη = ×β∈R(Q)U(mβ).

Note that this proposition essentially depends on the fact that the so-called Auslander-Reiten
quiver of Q has no oriented cycles, which holds for Dynkin quivers.

3.5. The quantum algebra of the quiver. Let q1/2 be a variable, its square will be denoted
by q. The quantum algebra AQ of the quiver Q is the Q(q1/2)-algebra generated by symbols yγ
for all γ ∈ NQ0 , and subject to the relations

(2) yγ1yγ2 = −q
1
2
λ(γ1,γ2)yγ1+γ2 .

The symbols yγ for γ ∈ NQ0 form a basis of AQ. As an algebra, the special elements yei (ei(j) =
δij) generate AQ.

We will use the shorthand notation yM = yγ(M) (where γ(M) is the dimension vector of the
module M) for a module M , as well as yβ = yAβ for a positive root β and the corresponding
indecomposable module Aβ.
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4. Convention on the ordering of simple and positive roots

Let Q be a Dynkin quiver with n vertices. The corresponding simple roots are associated to
the vertices. We will fix an ordered list of the simple roots

α1, α2, . . . , αn

in such a way that the head of any edge comes before its tail. That is, from now on in the whole
paper, the vertices of the quiver will be numbered from 1 to n in such a way that for every edge
head comes before tail.

We will also fix an ordering of the positive roots

β1, β2, . . . , βN

in such a way that

u < v ⇒ Hom(Aβu , Aβv) = 0,Ext(Aβv , Aβu) = 0,

where Aβ is the indecomposable module corresponding to the positive root β. Such an ordering
exits, but is not unique [Rei01, Rei03].

For example, the quiver • → • will be 2→ 1, and the order described above has to be: β1 = α2,
β2 = α1 + α2, β3 = α1.

5. Reading orbit dimensions from the quantum algebra

Let γ ∈ NQ0 be a dimension vector. Consider the associated quiver representation of Gγ on

Vγ. Let η be an orbit, with corresponding module ⊕Nu=1muAβu . This implies γ(i) =
∑N

u=1mud
i
u.

Let the simple and positive roots be ordered according to Section 4. Define w by the identity

ym1
β1
ym2
β2
. . . ymNβN = (−1)

∑
umu(

∑
i d
i
u−1) · qw · yγ(1)

α1
yγ(2)
α2

. . . yγ(n)
αn ∈ AQ .

Lemma 5.1. We have ∑N
u=1 m

2
u

2
−
∑n

i=1 γ(i)2

2
+ w − codimC η = 0.

Proof. First we make calculations to get an expression for w. Formula (2) implies

(3) yγ1yγ2 = qλ(γ1,γ2)yγ2yγ1

Let β =
∑
diαi be a positive root. By repeated applications of (2) and (3) we obtain

ymβ = (−1)m(
∑
i d
i−1) · q−

m2

2

∑
i<j≤n d

idjλ(αi,αj) · ymd1α1
· · · ymdnαn .

Using this for β = β1, . . . , βN , and applying (3) further we get

ym1
β1
ym2
β2
. . . ymNβN = (−1)

∑
umu(

∑
i d
i
u−1) · qw · yγ(1)

α1
. . . yγ(n)

αn ,

where

w = −
N∑
u=1

m2
u

2

∑
i<j≤n

diud
j
uλ(αi, αj)−

∑
u<v≤N

mumv

∑
i<j≤n

divd
j
uλ(αi, αj).
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Second, we need an expression for codim η. Using the property we required for the order of β’s
we have

codimC η = dim Ext(muAβu ,muAβu) =
∑
u<v

mumv dim Ext(Aβu , Aβv) = −
∑
u<v

mumvχ(Aβu , Aβv).

Therefore, the coefficient of mumv (u < v) in the expression in the Lemma is

(4) 0−
n∑
i=1

diud
i
v −

∑
i<j

divd
j
uλ(αi, αj) + χ(Aβu , Aβv).

Notice that for i < j the number λ(αi, αj) is minus the number of arrows from j to i, and there
are no arrows from i to j (c.f. the ordering of the α’s in Section 4). Hence the sum of the first
three terms of (4) equals −χ(Aβu , Aβv) by definition. Hence expression (4) is 0. The coefficient
of m2

u in the expression in the Lemma is

(5)
1

2

(
1−

n∑
i=1

(diu)
2 −

∑
i<j

diud
j
uλ(αi, αj)− 0

)
=

1

2
(1− χ(Aβu , Aβu)) = 0.

Here, again, we used that if i < j then λ(αi, αj) is minus the number of arrows from j to i and
there are no arrows from i to j. �

6. Quantum Dilog identities from the Kazarian spectral sequence

Consider the quantum dilogarithm series

E(z) =
∞∑
n=0

(−1)nzn · qn2/2

(1− q)(1− q2) · · · (1− qn)
.

A remarkable infinite product expression (not used in the present paper) is

E(z) = (1− q1/2z)(1− q3/2z)(1− q5/2z)(1− q7/2z) . . . .

Putting fn =
∑∞

i=0 q
i dimH2i(BGLn), we can rewrite

E(z) =
∞∑
n=0

(−1)nznqn
2/2fn.

For the history and rich properties of quantum dilogarithm series see e.g. [Zag07, Kel10] and
references their. In this section we will reprove a special case of Reineke’s E-identities [Rei10] see
also [Kel10]. These identities generalize some earlier famous results, such as [Sch53, FV93, FK94].

Theorem 6.1. (Reineke) For a Dynkin quiver order the simple and positive roots satisfying the
conditions in Section 4. In the quantum algebra of the quiver we have the identity

(6) E(yα1)E(yα2) · · ·E(yαn) = E(yβ1)E(yβ2) · · ·E(yβN ).
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Proof. Let γ(1), . . . , γ(n) be non-negative integers. We will consider the coefficient of y
γ(1)
α1 · · · y

γ(n)
αn

on the two sides. On the left hand side this coefficient is obviously

(7) (−1)
∑
i γ(i)q

1
2
γ(i)2 · fγ(1) · · · fγ(n).

On the right hand side we need to write a monomial in yβu ’s as a monomial in the yαi ’s. This is
solved in Lemma 5.1. Hence, for the coefficient on the right hand side we obtain

(8)
∑
m

(−1)
∑
muq

1
2

∑
um

2
ufm1 · · · fmN

(
(−1)

∑
imi(

∑
u d

i
u−1)q−

1
2

∑
um

2
uq

1
2

∑
i γ(i)2qcodimC ηm

)
,

where the summation runs for those m = (m1, . . . ,mN) for which
∑N

u=1 mud
i
u = γ(i) for all i.

As before, ηm is the orbit in the quiver representation corresponding to the module
∑

umuAβu .
The expression (8) is further equal to

(9)
∑
m

(−1)
∑
i γ(i)q

1
2

∑
i γ(i)2qcodimC ηm · fm1 · · · fmN .

We need to show that expressions (7) and (9) are equal.
Consider the Kazarian spectral sequence for the representation with dimension vector γ. The

orbits of this representation have contributions to the E1 page. Namely, let m = (m1, . . . ,mN)
be such that

∑
umud

i
u = γ(i) for all i. Then ηm is an orbit, and its contribution to the E1 page

is (see Theorem 2.1)

EcodimR ηm,j
1 = Hj(BGηm).

Recall from Proposition 3.1 that Gηm = ×uGLmu . Thus, the spectral sequence degenerates at
E1. The limit of the spectral sequence is H∗(B(GLγ(1) × . . .×GLγ(n))).

Therefore we obtain an identity for the Betti numbers:

(10)
∑
m

qcodimC ηmfm1 · · · fmN = fγ(1) · · · fγ(n).

Identity (10) shows that (7) is indeed equal to (9). �

7. COHA of Q

In this section we follow [KS10], and repeat the definition of the Cohomological Hall Algebra
(without potential) associated with Q.

For a dimension vector γ ∈ NQ0 define Hγ = H∗Gγ (Vγ). As a vector space, the COHA of Q is

H =
⊕
γ∈NQ0

Hγ .
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7.1. Geometric definition of the multiplication [KS10]. Let γ1 and γ2 be dimension vectors.
Let the group Gγ1,γ2 be the subgroup of Gγ1+γ2 containing n-tuples of matrices such that the
matrix at vertex i keeps Cγ1 ⊂ Cγ1+γ2 invariant (that is, it is upper block-diagonal of size γ1, γ2).
Let Vγ1,γ2 be the subspace of Vγ1+γ2 containing linear maps such that the map at edge a maps

Cγ1(t(a)) into Cγ1(h(a)).
The multiplication ∗ : Hγ1 ⊗Hγ2 → Hγ1+γ2 is defined as the composition

H∗Gγ1 (Vγ1)⊗H∗Gγ2 (Vγ2)
×−→ H∗Gγ1×Gγ2 (Vγ1 ⊕ Vγ2)

∼=−→

H∗Gγ1,γ2 (Vγ1,γ2)
ι∗−→ H∗Gγ1,γ2 (Vγ1+γ2)

π∗−→ H∗Gγ1+γ2 (Vγ1+γ2).

Here the first map is the product map of algebraic topology. The second map is induced by the
obvious equivariant homotopy equivalence. The third map is the push-forward with respect to
the embedding ι : Vγ1,γ2 → Vγ1+γ2 . The last map is the push-forward with respect to the fibration
π : BGγ1,γ2 → BGγ1+γ2 (with fiber Gγ1+γ2/Gγ1,γ2).

The multiplication ∗ induced on H is associative. Although it respects the dimension vector
grading, its relation with the cohomological degree grading is

Hk1
Gγ1

(Vγ1) ∗Hk2
Gγ2

(Vγ2) ⊂ H
k1+k2−2χ(γ1,γ2)
Gγ1+γ2

(Vγ1+γ2).

7.2. Equivariant Localization formula for multiplication [KS10]. Consider

Hγ =C[ω1,1, . . . , ω1,γ(1), . . . , ωn,1, . . . , ωn,γ(n)]
Sγ(1)×...×Sγ(n)(11)

where ωi,j are the “universal” Chern roots of the tautological bundles over BGLγ(i)’s.
Let f1 ∈ Hγ1 and f2 ∈ Hγ2 . We have

(12) f1 ∗ f2 =
∑

S1∈([γ1(1)+γ2(1)]
γ1(1)

)

. . .
∑

Sn∈([γ1(n)+γ2(n)]
γ1(n)

)

f1(ωi,Si)f2(ωi,S̄i)

∏
a∈Q1

(
ωh(a),S̄h(a)

− ωt(a),St(a)

)
∏

i∈Q0

(
ωi,S̄i − ωi,Si

) ,

where Si ∈
(

[γ1(i)+γ2(i)]
γ1(i)

)
means that Si is a γ1(i)-element subset of {1, . . . , γ1(i) + γ2(i)}; S̄i

means the complement set {1, . . . , γ1(i) + γ2(i)} − Si. By (ωj,S̄j − ωi,Si) we mean the product∏
u∈S̄j

∏
v∈Si(ωj,u − ωi,v).

This localization formula has an obvious, but notation heavy, generalization for multi-factor
products f1 ∗ . . . ∗ fr.

For example, for the quiver 1← 2 one has

(1 ∈ H10) ∗ (1 ∈ H01) = 1 ∈ H11 = C[ω1,1, ω2,1];

(1 ∈ H01) ∗ (1 ∈ H10) = ω1,1 − ω2,1 ∈ H11 = C[ω1,1, ω2,1].

8. Another geometric interpretation of the COHA multiplication

Let γ1, . . . , γr be dimension vectors, and let γ =
∑r

u=1 γu. Let fu ∈ Hγu . In this section we
give another geometric interpretation of the COHA product f1 ∗ . . . ∗ fr ∈ Hγ.
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8.1. First version. Given nonnegative integers λ1, . . . , λr let Flλ be the flag manifold parame-
terizing flags

{0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vr = C
∑
λu

with dimVu/Vu−1 = λu. Set

Fl = Flγ1,...,γr = ×ni=1 Flγ1(i),...,γr(i) .

The tautological rank
∑u

v=1 γv(i) bundle over Flγ1(i),...,γr(i) will be denoted by E i,u and we set
F i,u = E i,u / E i,u−1. We have rkF i,u = γu(i). The E .. and F .. bundles pulled back over Fl will be
denoted by the same letter. Denote

G =
⊕
a∈Q1

⊕
u<v

Hom(F t(a),u,Fh(a),v).

Observe that the group Gγ acts on Fl. The equivariant Euler class of G will be denoted by
e(G) ∈ H∗Gγ (Fl).

Lemma 8.1. For fu ∈ Hγu, u = 1, . . . , r, we have

(13) f1 ∗ . . . ∗ fr =

∫
Fl

r∏
u=1

fu(F .,u) · e(G).

Since fu ∈ Hγu , we can evaluate fu on a sequence of bundles of ranks γu(1), . . . , γu(n).
Hence fu(F .,u) ∈ H∗Gγ (Fl) makes sense. The integral

∫
Fl

is the standard push-forward map

H∗Gγ (Fl) → H∗Gγ (point) in equivariant cohomology. The lemma holds because the localization

formula for the map in the Lemma is the same as (the multi-factor version of) (12).

8.2. An improved version. Consider the projection π to the second factor

π : Flγ1,...,γr ×Vγ → Vγ.

Lemma 8.2. For fu ∈ Hγu, u = 1, . . . , r, we have

(14) f1 ∗ . . . ∗ fr = π∗

(
r∏

u=1

fu(F .,u) · e(G)

)
.

This lemma is equivalent to Lemma 8.1, since Vγ is (equivariantly) contractible. An advantage
of this version is the existence of a natural subvariety in the total space whose equivariant
fundamental class is e(G). Namely, define the “consistency subset” (c.f. [Rei03])

Σ =
{(

(Vi,u) i=1,...,n
u=1,...,r

, (φa)a∈Q1

)
∈ Flγ1,...,γr ×Vγ : φa(Vt(a),u) ⊂ Vh(a),u ∀a, u

}
of Flγ1,...,γr ×Vγ.

Lemma 8.3. We have [Σ] = e(G).
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Proof. Let p be a torus fixed point of Σ. In a neighborhood of p let us choose subbundles
F̄ i,u ⊂ E i,u such that F̄ i,u ⊕ E i,u−1 = E i,u. We have a tautological section Θ of the bundle
Ḡ = ⊕a∈Q1 ⊕u<v Hom(F̄ t(a),u,Fh(a),v). The zero-section of Θ is exactly Σ, and it can be shown
that Θ is transversal to the 0-section. Hence, at p we have [Σ]|p = e(Ḡ)|p = e(G)|p. Since this
holds at every torus fixed point, we have [Σ] = e(G). �

9. Another formula for the COHA multiplication

In recent works on Thom polynomials of singularities as well as on formulas for quiver polyno-
mials certain iterated residue descriptions turned out to be useful. This method was pioneered
in [BS12], then worked out in [Kaz09a], see also [FR12, Sect.11], [Zie12], [Rim13].

In this section we show the iterated residue formula for the COHA multiplication. Since we
will not need this formula in the rest of the paper, we will not give a formal proof how to turn a
localization formula to a residue formula.

Definition 9.1. Let Q be a Dynkin quiver and γ a dimension vector. For a vertex i ∈ Q0 define
its tail T (i) = {j ∈ Q0 : ∃(j, i) ∈ Q1}. For λ ∈ Zr define

∆
(i)
λ = det (ci,λu+v−u)u,v=1,...,r ∈ Hγ,

where ci,<0 = 0 and

ci,0 + ci,1ξ + ci,2ξ
2 + . . . =

∏
j∈T (i)

∏γ(j)
u=1(1− ωj,uξ)∏γ(i)

u=1(1− ωi,uξ)
.

Let Ai = (ai,1, ai,2, . . . , ai,ri) be ordered sets of variables for i = 1, . . . , n. The following
operation can be called “Jacobi-Trudi transform” [Kal] or iterated residue operation [Rim13].

Definition 9.2. For a Laurent monomial in the variables ∪iAi define

∆

(
n∏
i=1

rj∏
s=1

a
λi,s
i,s

)
= ∆A1,...,Ap

(
n∏
i=1

ri∏
s=1

a
λi,s
i,s

)
=

n∏
i=1

∆
(i)
λi,1,...,λi,ri

For an element of Z[[a±1
ks ]], which has finitely many monomials with non-0 ∆-value, extend this

operation linearly.

Let f1 ∈ Hγ1 , f2 ∈ Hγ2 . Let Ai and Bi be sets of variables with |Ai | = γ1(i), |Bi | = γ2(i).
Suppose f1 = ∆A1,...,AN (g) for some function g(a.,.). Let ki =

∑
j∈T (i) |Aj | − |Ai |.

Theorem 9.3. We have

(15) f1 ∗ f2 = ∆B1 A1,...,Bn An

g · ∏
i B

ki
i ·f2(B)∏

a∈Q1

(
1− Bt(a)

Ah(a)

)(
1− Bt(a)

Bh(a)

)
 ∈ Hγ1+γ2 .
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Here we used obvious multiindex notations, such as

Bk =
∏
b∈B

bk,

(
1− B

A

)
=
∏
b∈B

∏
a∈A

(
1− b

a

)
.

Example 9.4. Let Q = 1 ← 2, f1 = 1 ∈ H01, f2 = 1 ∈ H10. Let A1 = {},A2 = {a21},
B1 = {b11},B2 = {}. We have f1 = ∆A1,A2(1), hence

f1 ∗ f2 = ∆{b11},{a21}

(
1 · b

1
11 · 1
1

)
= ∆

(1)
1 =

1− ω2,1ξ

1− ω1,1ξ
|1 = ω1,1 − ω2,1.

10. Fundamental classes of orbit closures in the COHA

Recall that Q is a Dynkin quiver and αi and βu are the simple, resp. positive roots of the
same named root system, listed in the order specified in Section 4. Let Mm =

∑
umuAβu be a

CQ-module, and let ηm be the corresponding orbit in a quiver representation Gγ acting on Vγ.
In particular

∑
mud

i
u = γ(i) for all i.

A remarkable object associated with the orbit ηm is the equivariant fundamental class [ηm] ∈
Hγ of its closure. The rich algebraic combinatorics of this class—called a quiver polynomial—
is studied e.g. in [BF99, FR02, Buc02, BKTY04, BFR05, BSY05, KS06, KMS06, BR07, Buc08,
Rim13]. Now we show that this class is a natural structure constant of the COHA.

Theorem 10.1. The fundamental Gγ-equivariant class of the orbit closure ηm in Hγ = H∗Gγ (Vγ)
is

[ηm] = (1 ∈ Hm1β1) ∗ (1 ∈ Hm2β2) ∗ . . . ∗ (1 ∈ HmNβN ) ∈ Hγ .

Proof. Consider the construction of Section 8.2 for the dimension vectors m1β1, . . . ,mNβN (in
this order). Reineke proved in [Rei03] that the projection π|Σ : Σ→ ηm is a resolution of the orbit
closure ηm. Hence we have [ηm] = π∗([Σ]). On the other hand π∗([Σ]) = (1 ∈ Hm1β1) ∗ . . . ∗ (1 ∈
HmNβN ) because of Lemmas 8.2 and 8.3. �

11. Structure of Dynkin COHAs

Let Q be a Dynkin quiver, but not an orientation of the graph E8. Let αi and βu be the simple,
resp. positive roots of the same named root system, listed in the order specified in Section 4.
Recall that βu =

∑
i d

i
uαi.

For each u choose an i such that diu = 1, and call this i = i(u). This choice will be fixed
throughout the section, and will not be indicated in notation. (This argument does not work for
E8: the longest positive root of E8 does not admit such an i.)

Definition 11.1. Let

Pβu = {f(ωi(u),1)} ⊂ Hβu .

Let Pβu be the subring of H generated by Pβu.
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In other words, Pβu consists of equivariant classes in Hmβu for all m = 0, 1, 2, . . . that only
depend on the Chern roots (or Chern classes) at the i(u)’th vertex. For a simple root αi the
subring Pαi is generated by Pαi = Hαi . We clearly have

Pβu ∼= HA1 .

Theorem 11.2. Let Q be a Dynkin quiver, but not an orientation on E8, and use the notations
above. In particular Pβ ∼= HA1 are subrings of HQ. The ∗ multiplication (from left to right)
induces isomorphisms

(16) Pα1 ⊗Pα2 ⊗ . . .⊗ Pαn
∗−→ HQ,

(17) Pβ1 ⊗Pβ2 ⊗ . . .⊗ PβN
∗−→ HQ .

Remark 11.3. The (16) part of the Theorem holds for an E8 quiver as well. Let ρ be the
longest root of E8. Let us fix an i ∈ {1, . . . , 8} and define the subspace PE8

i,ρ = {f ∈ Hmρ : m =

0, 1, 2, . . . , f = f(αi,1)}. The analogue of (17) holds for an E8 quiver as well, if we use PE8
i,ρ for

Pρ. However, the subspace PE8
i,ρ is not a subring of HE8 .

Theorem 11.2 for Q = A2 was announced in [KS10]. The rest of Section 11 is devoted to
proving Theorem 11.2.

First, let fi(ωi,1, . . . , ωi,γ(i)) ∈ Pαi . From the localization formula (12) (or simply from the
topological definition of multiplication), it follows that

f1 ∗ . . . ∗ fn = f1 · . . . · fn ∈ Hγ = Z[ωi,j]
Sγ(1)×...×Sγ(n)
i=1,...,n
j=1,...,γ(i)

.

This implies that (16) is an isomorphism.

11.1. Injectivity. Next we want to show that the map in (17) is injective. Let m1, . . . ,mN be
nonnegative integers. Let the dimension vector of

∑
umuβu be γ. At the action of Gγ acting on

Vγ, let the orbit corresponding to
∑

umuAβu be ηm. Set Pβ,m = Pβ ∩Hmβ.

Lemma 11.4. The map induced by ∗ multiplication

φm : Pβ1,m1 ⊗ . . .⊗ PβN ,mN → Hγ

is injective.

Proof. Let Yi,u,v for i = 1, . . . , n, u = 1, . . . , N , v = 1, . . . ,mu be sets of non-negative integers
with |Yi,u,v| = diu, and such that the disjoint union

Yi,1,1 ∪ . . . ∪ Yi,1,m1 ∪ Yi,2,1 ∪ . . . ∪ Yi,2,m2 ∪ . . . ∪ Yi,N,1 ∪ . . . ∪ Yi,N,mN
is equal to {1, . . . , γ(i)} in this order. That is,

Yi,1,1 = {1, . . . , di1}, Yi,1,2 = {di1 + 1, . . . , 2di1}, etc.

Next we will associate an element Φ ∈ Vγ to the system of sets Yi,u,v. Let ei,1, . . . , ei,γ(i) be

the standard basis of Cγ(i)
i . Let Au,v be an indecomposable CQ module isomorphic with Aβu

spanned by ei,j for j ∈ Yi,u,v. Set Φ = ⊕Nu=1 ⊕muv=1 Au,v.



14 R. RIMÁNYI

Example: Let Q = 1 ← 2, β1 = α2, β2 = α1 + α2, β3 = α1 and m1 = m2 = m3 = 2. The reader
might find the following diagram—illustrating the role of the indexing sets—helpful.

Y1,1,1 = {} e2,1 Y2,1,1 = {1}
Y1,1,2 = {} e2,2 Y2,1,2 = {2}
Y1,2,1 = {1} e1,1 ← e2,3 Y2,2,1 = {3}
Y1,2,2 = {2} e1,2 ← e2,4 Y2,2,2 = {4}
Y1,3,1 = {3} e1,3 Y2,3,1 = {}
Y1,3,2 = {4} e1,4 Y2,3,2 = {}

Hence Φ : C4
2 → C4

1 is a rank 2 map with kernel span(e2,1, e2,1) and e2,3 7→ e1,1, e2,4 7→ e1,2.

The restriction map ι∗m : H∗Gγ (Vγ)→ H∗Gγ (ηm) induced by ιm : ηm ⊂ Vγ can be identified with

H∗(BGγ)→ H∗(BGΦ) where GΦ is the stabilizer subgroup of the Φ in Gγ. This map is

(18)
ι∗m : C[ωi,j]

Sγ(1)×...×Sγ(n)
i=1,...,n
j=1,...,γ(i)

→ C[µu,v]
Sm1×...×SmN
u=1,...,N
v=1,...,mu

ωi,j 7→ µu,v if j ∈ Yi,u,v.
The restriction map ι∗m is studied in detail in [FR02, Sect.3].

Example: In the above example we have

(19)

µ1,1 ← ω2,1

µ1,2 ← ω2,2

ω1,1 7→ µ2,1 ← ω2,3

ω1,2 7→ µ2,2 ← ω2,4

ω1,3 7→ µ3,1

ω1,4 7→ µ3,2.

Let Em ∈ H∗(BGΦ) be the equivariant Euler class of the normal bundle of ηm at Φ. The key
point of our argument is the following Proposition.

Proposition 11.5. The map ι∗m ◦ φm : Pβ1,m1 ⊗ . . .⊗ PβN ,mN → H∗(BGΦ) maps the element

f1(ωi(1),1, . . . , ωi(1),m1)⊗ . . .⊗ fN(ωi(N),1, . . . , ωi(N),mN )

to
f1(µ1,1, . . . , µ1,m1) · . . . · fN(µN,1, . . . , µN,mN ) · Em.

Proof. Applying the localization formula of Section 7.2 for f1 ∗ . . . ∗ fN we obtain a sum of
n∏
i=1

γ(i)!

γ1(i)!γ2(i)! . . . γN(i)!

terms. Recall that we interpreted this localization formula as the localization formula for the π∗
map in Lemma 8.2. Now we use Reineke’s result [Rei03] again, claiming that Σ is a resolution
of the orbit closure ηm. In particular there is only one torus fixed point over the point Φ in Σ.
Therefore, when applying the ι∗m map to this localization sum all but one terms will map to 0.
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This one term corresponds to the choice of subsets ∪muv=1Yi,u,v ⊂ {1, . . . , γ(i)}. Hence the
ι∗m-image of this term is

f1(µ1,1, . . . , µ1,m1) · . . . · fN(µN,1, . . . , µN,mN ) ·W,
where W is a ratio of products of linear factors of the type µ.. − µ.., independent of the fu’s.
Since W is independent of the fu’s, we can find its value by choosing fu = 1 for all u. We obtain

ιm(1 ∗ . . . ∗ 1) = ι∗m([ηm]) = Em and hence W = Em.

Here the first equality holds because of Theorem 10.1. The second equality follows from the
topological observation that the class of a variety restricted to the smooth points of the variety
itself is the Euler class of the normal bundle.

Example: Continuing the example above (with the choice of i(1) = 2, i(2) = 1, i(3) = 1), we have

f1(ω2,1, ω2,2) ∗ f2(ω1,1, ω1,2) ∗ f3(ω1,1, ω1,2) =

f1(ω2,1, ω2,2)f2(ω1,1, ω1,2)f3(ω1,3, ω1,4) ·
∏4

i=1

∏2
j=1(ω1,i − ω2,j)

∏4
i=3

∏4
j=3(ω1,i − ω2,j)∏4

i=3

∏2
j=1(ω1,i − ω1,j)

∏4
i=3

∏4
j=3(ω2,i − ω2,j)

+[35 similar terms].

The homomorphism ι∗2,2,2 (see (19)) maps all the terms from term 2 to term 36 to 0, and maps
term 1 given above to

f1(µ1,1, µ1,2)f2(µ2,1, µ2,2)f3(µ3,1, µ3,2) ·
∏3

u=2

∏2
v=1

∏2
v′=1(µu,v − µ1,v′)

∏2
v=1 µ

2
v′=1(µ3,v − µ2,v′)∏4

v=3

∏2
v′=1(µ1,v − µ1,v′)

∏4
v=3

∏2
v′=1(µ2,v − µ2,v′)

=

f1(µ1,1, µ1,2)f2(µ2,1, µ2,2)f3(µ3,1, µ3,2) ·
2∏
v=1

2∏
v′=1

(µ3,v − µ1,v′)︸ ︷︷ ︸
E2,2,2

.

This concludes the proof of the proposition. �

Proposition 11.5 clearly implies the injectivity of the map φm, and hence Lemma 11.4. �

11.2. Finishing the proof of Theorem 11.2. We proved that the map (17) is injective. We
claim that Theorem 6.1 can be interpreted as the fact that the two sides of (17) have the same
dimensions (Poincaré series)—this is already implicit in [KS10]. This implies Theorem 11.2. For
completeness we now show the details of the claim that the two sides of (17) indeed have the
same Poincaré series.

Let HA1
m,k be the degree 2k part of HA1

m , that is H2k(BGLm). Consider the following twisted-
shifted Poincaré series

h(z) =
∑
m,k

dim(HA1
m,k) · (−z)mqm

2/2+k.

Observe that this is exactly E(z) from Section 6.
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Let (Pβ,m)k be the degree 2k part of Pβ,m, that is, also H2k(BGLm). Consider the Poincaré
series

hβu(z) =
∑
m,k

dim(Pβu,m)k · (−z)mqm
2/2+k = h(z) = E(z).

Straightforward calculation shows that

(20) E(yβ1) · · ·E(yβN ) = hβ1(yβ1) · · ·hβN (yβN )

=
∑
mu

ym1
β1
. . . ymNβN (−1)

∑
muq

∑
m2
u/2
∑
K

qK
∑

k1+...+kN=K

dim(Pβ1,m1)k1 · · · dim(PβN ,mN )kN .︸ ︷︷ ︸
dim(Pβ1,m1

∗...∗PβN ,mN )K+codim ηm

=
∑

γ(1),...,γ(n)

yγ(1)
α1

. . . yγ(n)
αn (−1)

∑
γ(i)q

∑
γ(i)2/2

∑
K

qK dim(Pβ1,m1 ∗ . . . ∗ PβN ,mN )K .(21)

In the last equality we used Lemma 5.1. However, according to Theorem 6.1 expression (20) can
be written as

E(yα1) · · ·E(yαn) = hα1(yα1) · · ·hαn(yαn) =

(22)
∑

γ(1),...,γ(n)

yγ(1)
α1

. . . yγ(n)
αn (−1)

∑
γ(i)q

∑
γ(i)2/2

∑
K

qK dim(Hγ)K .

The comparison of (21) with (22) shows that the Poincaré series of the two sides of (17) are
the same. Since we already proved that the map (17) is injective, we can conclude that it is an
isomorphism. This finishes the proof of Theorem 11.2.
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[BFR05] A. S. Buch, L. Fehér, and R. Rimányi. Positivity of quiver coefficients through Thom polynomials.

Adv. Math., 197:306–320, 2005.
[BKTY04] A. S. Buch, A Kresch, H. Tamvakis, and A. Yong. Schubert polynomials and quiver formulas. Duke

Math. J., 122:125–143, 2004.
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[Kaz09b] M. É. Kazarian. Non-associative Hilbert scheme and Thom polynomials. Unpublished, 2009.
[Kel10] B. Keller. On cluster theory and quantum dilogarithm identities. Notes from three survey lectures at

the workshop of the ICRA XIV, Tokyo, arXiv:1102.4148, 2010.
[KMS06] A. Knutson, E. Miller, and M. Shimozono. Four positive formulae for type A quiver polynomials.

Invent. Math., 166, 2006.
[KS06] Allen Knutson and Mark Shimozono. Kempf collapsing and quiver loci. math/0608327, 2006.
[KS10] Maxim Kontsevich and Yan Soibelman. Cohomological Hall algebra, exponential Hodge structures

and motivic Donaldson-Thomas invariants. arXiv:1006.2706, 2010.
[Rei01] M. Reineke. Feigin’s map and monomial basis for quantized enveloping algebras. Math. Z., 237:639–

667, 2001.
[Rei03] M. Reineke. Quivers, desingularizations and canonical bases. In Studies in memory of Issai Schur

(Chevaleret/Rehovot, 2000), number 210 in Progr. Math., pages 325–344. Birkhäuser, 2003.
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